Electron counting in quantum dots
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\textbf{A B S T R A C T}

We use time-resolved charge detection techniques to investigate single-electron tunneling in semiconductor quantum dots. The ability to detect individual charges in real-time makes it possible to count electrons one-by-one as they pass through the structure. The setup can thus be used as a high-precision current meter for measuring ultra-low currents, with resolution several orders of magnitude better than that of conventional current meters. In addition to measuring the average current, the counting procedure also makes it possible to investigate correlations between charge carriers. Electron correlations are conventionally probed in noise measurements, which are technically challenging due to the difficulty to exclude the influence of external noise sources in the experimental setup. Using real-time charge detection techniques, we circumvent the problem by studying the electron correlation directly from the counting statistics of the tunneling electrons. In quantum dots, we find that the strong Coulomb interaction makes electrons try to avoid each other. This leads to electron anti-bunching, giving stronger correlations and reduced noise compared to a current carried by statistically independent electrons.

The charge detector is implemented by monitoring changes in conductance in a nearby capacitively coupled quantum point contact. We find that the quantum point contact not only serves as a detector but also causes a back-action onto the measured device. Electron scattering in the quantum point contact leads to emission of microwave radiation. The radiation is found to induce a quantum transition between two quantum dots, similar to the absorption of light in real atoms and molecules. Using a charge detector to probe the electron transitions, we can relate a single-electron tunneling event to the absorption of a single photon. Moreover, since the energy levels of the double quantum dot can be tuned by external gate voltages, we use the device as a frequency-selective single-photon detector operating at microwave energies. The ability to put an on-chip microwave detector close to a quantum conductor opens up the possibility to investigate radiation emitted from mesoscopic structures and gives a deeper understanding of the role of electron–photon interactions in quantum conductors.

A central concept of quantum mechanics is the wave–particle duality; matter exhibits both wave- and particle-like properties and cannot be described by either formalism alone. To investigate the wave properties of the electrons, we perform experiments on a structure containing a double quantum dot embedded in the Aharonov–Bohm ring interferometer. Aharonov–Bohm rings are traditionally used to study interference of electron waves traversing different arms of the ring, in a similar way to the double-slit setup used for investigating interference of light waves. In our case, we use the time-resolved charge detection techniques to detect electrons one-by-one as they pass through the interferometer. We find that the individual particles indeed self-interfere and give rise to a strong interference pattern as a function of external magnetic field. The high level of control in the system together with the ability to detect single electrons enables us to make direct observations of non-intuitive fundamental quantum phenomena like single-particle interference or time–energy uncertainty relations.

© 2009 Elsevier B.V. All rights reserved.
The quantum point contact (QPC) is the electron analogue of a photon waveguide. Since the width of the constriction is of the order of the electron wavelength, constructive and destructive interferences only allow electron wavefunctions corresponding to standing waves in the directions of the confinement. Due to the Fermionic nature of electrons, each mode within the QPC carries a fixed conductance of $G_0 = e^2/h$. The conductance of a QPC with $N$ available modes is thus equal to $[1,2]

\[ G = N G_0, \]

with $N$ integer. The effect is called conductance quantization. If the measurement is performed in the absence of magnetic fields, the electron spin states are degenerate and the conductance quantization appears in units of $2e^2/h$ instead of $e^2/h$.

The conductance of the QPC depends strongly on its electrostatic surroundings. This may be utilized to detect charge fluctuations in a quantum dot (QD) close to the constriction with single-electron resolution. In this section, we show how to operate the quantum point contact as a charge detector and investigate how to optimize the device to obtain the best charge sensitivity.

We are concerned with quantum point contacts formed in a two-dimensional electron gas (2DEG). For such structures, the confinement in growth direction is usually much stronger than in the lateral direction. In the following, we assume the part of the electron wavefunction in the growth direction to be in its ground state and consider additional modes only in the lateral direction. Quantum point contacts may be fabricated using a variety of methods, for example by depleting the 2DEG by applying negative voltages to metallic gates put on the heterostructure surface $[1,2]$. Here we investigate structures formed by etching or by local oxidation of the heterostructure surface.

Fig. 1(a) shows a scanning electron microscope (SEM) image of the device used in the experiments in this section. An InAs nanowire is deposited on top of a shallow (37 nm below the surface) AlGaAs/GaAs heterostructure based two-dimensional electron gas. The QPC is defined by etched trenches, which separate the QPC from the rest of the 2DEG. The parts of the 2DEG marked
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by L and R are used as in-plane gates. The horizontal object in the figure is the nanowire lying on top of the surface, electrically isolated from the QPC. The QD in the nanowire and the QPC in the underlying 2DEG are defined in a single etching step using patterned electron beam resist as an etch mask. The technique ensures perfect alignment between the two devices. Details of the fabrication procedure can be found in Ref. [3]. The QD charging energy is around 10 meV, due to the small size of the structure.

In Fig. 1(b), we plot the conductance of the QPC, measured when shifting the voltage on the part of the 2DEG connected to the QPC (\(V_{2DEG}\)) and keeping the other contacts grounded. Making \(V_{2DEG}\) more positive has the same effect as making the surrounding gates more negative, leading to pinch-off of the QPC. As \(V_{2DEG}\) is lowered, the constriction opens up to allow the first electron mode to populate the QPC. Further lowering \(V_{2DEG}\) makes more modes available and the conductance increases stepwise.

1.1. Charge detection

Next, we investigate the electrostatic interactions between the QPC and the QD in the nanowire. Fig. 2 displays simultaneous measurements of QPC and QD currents for the structure of Fig. 1(a). As the gate voltage is lowered, electrons are unloaded from the QD and the QD current shows clear Coulomb peaks at each charge transition. At the same time, the QPC conductance changes in steps at the positions of the Coulomb peaks [4]. The QPC was voltage biased with \(V_{\text{QPC,SD}} = 200 \mu\text{V}\) and operated between pinch-off and the first plateau. The QPC conductance is kept roughly constant during the sweep by applying a compensation voltage to the side gate marked by L in Fig. 1(a).

The leftmost peak in the QD current in Fig. 2 is barely measurable due to weak tunnel coupling between the QD and its leads. However, the charge transition is still clearly visible in the QPC signal. This demonstrates one of the advantages of the charge detection method compared to a standard current measurement. A conventional current meter has a resolution of \(\sim 10 \text{ fA}/\sqrt{\text{Hz}}\), meaning that the tunneling rates of the QD must be kept larger than \(I > 10 \text{fA/e} \sim 60 \text{kHz}\) for reasonable integration times. Moreover, in order to measure current through the QD it needs to be hooked up to two leads. On the other hand, a charge detector can measure electron tunneling which occurs on much slower timescales as well as detect equilibrium fluctuations between a QD and a single lead.

Fig. 3(a) shows a measurement of the QPC conductance for a small region around one charge transition in the QD. The measurement was performed without any bias voltage applied to the QD and with the drain lead of the QD pinched off. At \(V_L = -172 \text{mV}\), the electrochemical potential of the QD shifts below the Fermi levels of the source lead and an electron may tunnel onto the QD. This gives a decrease \(\Delta G_{\text{QPC}}\) of the QPC conductance corresponding to the charge change \(\Delta q = e\) of the charge population on the QD. The curve in Fig. 3(a) shows the average QPC conductance, which gives the time-averaged QD population. In Fig. 3(b), we perform a time-resolved measurement of the QPC conductance at \(V_L = -172 \text{mV}\). The QPC conductance fluctuates between the two levels corresponding to \((n)\) and \((n+1)\) electrons on the QD. Transitions between the levels occur on a millisecond timescale, which provides a direct measurement of the tunnel coupling between the QD and the source lead [5].

1.2. Time-resolved operation

As described in the previous section, charge transitions in the QD may be detected in real-time if tunnel couplings between the QD and its leads are tuned below the QPC measurement bandwidth. This allows a wealth of experiments to be performed, like investigating single-electron dynamics or probing interactions between charge carriers in the system. We postpone the detailed investigation of single-electron tunneling in quantum dots to Section 2; here we focus on the experimental setup and how to optimize the QPC in order to perform the best possible charge detection measurement. Fig. 4(a) shows a time trace of the QPC current, measured in a configuration where the coupling between the QD and the source lead is below 1 kHz, and the other lead is completely pinched off. Again, the QPC current shows two levels, corresponding to \((n)\) and \((n+1)\) electrons on the QD.

The time resolution available for detecting charge transitions as seen in Fig. 4(a) is set directly by the bandwidth of the QPC measurement circuit. On the other hand, increasing the bandwidth also increases the noise in the measurement, leading to a trade-off between noise and bandwidth. The effect is visualized in Fig. 4, where the two curves show the same set of data but filtered with
The noise of the QPC signal can be separated into intrinsic and extrinsic contributions. By intrinsic noise we refer to noise generated by the QPC itself, while extrinsic noise is due to amplifiers and other external noise sources. It turns out that the main source of noise in the setup is given by amplifier noise. Since the noise is extrinsic, it is essentially independent of both operating point and biasing conditions of the QPC. The only way to reduce this noise is to use an amplifier with lower noise figures or to reduce cable capacitances. The amplifier noise spectrum is not flat and depends on the details of the experimental setup [7,8]; a rough estimate for the noise contribution in the relevant frequency range is ∼400 fA/√Hz.

The fundamental intrinsic noise of the QPC current is the shot noise, which arises due to the fact that the current is carried by discrete charged particles. The shot noise has a flat power spectrum in the region of interest which scales linearly with the magnitude of the current. For typical currents used here (∼10 nA), the white noise power is ∼30 fA/√Hz, which is considerably lower than the amplifier noise. The thermal noise or Johnson–Nyquist noise is generated by the thermal agitation of the charge carriers in a conductor and appears regardless of the applied voltage. Since the sample is held at very low temperatures, its thermal noise becomes negligible compared to the amplifier noise. Another form of intrinsic noise arises because of fluctuations of trapped charges close to the QPC. The charge traps reside at lattice defects or at the heterostructure surface and may be activated by a large current passing the QPC. Such a noise is usually referred to as burst noise or popcorn noise. In GaAs QDs, it is believed that the 1/f noise is generated by fluctuations in an ensemble of charge traps distributed uniformly in the device [9]. The magnitude of the noise depends on the quality of the heterostructure and on the abundance of traps close to the QPC. As we will see later in this section, the charge detection technique provides a method for mapping out the charge traps near the QPC.

The noise is described by a power spectral density $S(\omega)$, which depends on the physical process responsible for generating the fluctuations. The amplitude of the current noise in a trace as shown in Fig. 4 is given by integrating the spectral density over the measurement bandwidth

$$I_{\text{noise}} \sim \sqrt{P_{\text{noise}}} = \left( \int_0^{2\pi f_{\text{BW}}} S(\omega) \, d\omega \right)^{1/2}. \tag{2}$$

Here, $P_{\text{noise}}$ is the noise power and $f_{\text{BW}}$ is the measurement bandwidth. If we assume for simplicity the spectrum to be independent of frequency ($S(\omega) = \text{const}$.), then the current noise scales with the square root of the bandwidth,

$$I_{\text{noise}} \sim \sqrt{f_{\text{BW}}}. \tag{3}$$

Increasing the bandwidth thus increases the noise and lowers the $S/N$, as visualized in Fig. 4. A single-electron detector must be able to reliably detect transitions between the two levels in the QPC current. How much can the bandwidth and the noise be increased before the detection mechanism becomes unreliable? A qualitative answer would be when $I_{\text{noise}}$ is comparable to the step height $\Delta I_{\text{QPC}}$. To investigate the issue quantitatively, we need to estimate the probability of detecting false transitions due to the noise. The problem is well understood in the language of information theory [10]; here we make a simplified analysis to get a quick estimate of the risk of detecting false counts.

For this purpose, we assume the distribution of the QPC current $p(I_{\text{QPC}})$ to be Gaussian around each of its two levels and evaluate the part of the distribution deviating by more than $\Delta I_{\text{QPC}}/2$ from the peak value,

$$P_{\text{out}} = \int_{\Delta I_{\text{QPC}}/2}^{\infty} p(I_{\text{QPC}}) \, dI_{\text{QPC}}. \tag{4}$$

This fraction is beyond the midline between the two peaks of the distribution $p(I_{\text{QPC}})$ and gives rise to false counts. The number of false counts $n_{\text{false}}$ registered during a time interval $\Delta t$ is equal to $P_{\text{out}}$ multiplied with the number of measurements performed in the interval, which according to sampling theorem needs to be $n_{\text{meas}} \sim 2 \Delta t f_{\text{BW}}$. For the false counts, we get

$$n_{\text{false}} = P_{\text{out}} n_{\text{meas}} \sim 2 P_{\text{out}} \Delta t f_{\text{BW}}. \tag{5}$$

In Fig. 5(a) we plot $P_{\text{out}}$ as a function of $S/N$. As a consequence of the Gaussian distribution, the risk of detecting false counts falls off stronger than exponential with increased $S/N$. Fig. 5(b) shows the risk of detecting a false count, calculated using Eq. (5) with $\Delta t = 1$ s and $f_{\text{BW}} = 10$ kHz. For $S/N = 7$, we find that the detector will register an average of four false counts per second.

1.4. Tuning the QPC operating point

Next, we investigate the best regime for operating the QPC as a charge detector. The conductance of a QPC depends strongly on
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the confinement potential $U_{QPC}(\vec{r})$. When operating the QPC in the region between pinch-off and the first plateau ($0 < G < 2e^2/h$), a small perturbation $\delta U_{QPC}(\vec{r})$ leads to a large change in conductance $\delta G$. The first factor describes how the conductance changes with increased $I_{QPC}$. If a QD is placed in close vicinity to the QPC, we expect a fluctuation $\delta I$ in the QD charge population to shift the QPC potential $U_{QPC}(\vec{r})$ and thus give rise to a measurable change in QPC conductance. A figure of merit for using the QPC as a charge detector is then

$$\frac{\delta G}{\delta I} = \frac{\delta G[U_{QPC}(\vec{r})]}{\delta I_{QPC}(\vec{r})} \frac{\delta U_{QPC}(\vec{r})}{\delta I_{QPC}}. \quad (6)$$

The first factor describes how the conductance changes with confinement potential, which depends strongly on the operating point of the QPC. The second factor describes the electrostatic coupling between the QD and the QPC and is essentially a geometric property of the system.

The performance of the charge detector depends strongly on the operating point of the QPC. The best sensitivity for a device of given geometry is expected when the QPC is tuned to the steepest part of the conductance curve. This corresponds to maximizing the factor $\delta G/\delta U_{QPC}$ as shown in Eq. (6). In Fig. 6a we plot the conductance change $\Delta G$ for one electron entering the QD versus QPC conductance, in the range between pinch-off and the first conductance plateau ($0 < G_{QPC} < 2e^2/h$). The change $\Delta G$ is maximal around $G_{QPC} \approx 0.4 \times 2e^2/h$ but stays fairly constant over a range from 0.3 to 0.6 $\times 2e^2/h$. The dashed line in Fig. 6(a) shows the numerical derivative of $G_{QPC}$ with respect to gate voltage. The maximal value of $\Delta G$ coincides well with the steepest part of the QPC conductance curve. The inset in the figure shows how the conductance changes $\delta G$ as a function of gate voltage.

In Fig. 6(b), we plot the relative change in conductance $\Delta G_{QPC}/G_{QPC}$ for the same set of data. The relative change increases monotonically with decreasing conductance, reaching above 50% at $G_{QPC} = 0.02 \times 2e^2/h$. The relative change in QPC conductance $\Delta G_{QPC}/G_{QPC}$ in this particular device is extraordinarily large compared to top-gate defined structures, where $\Delta G_{QPC}/G_{QPC}$ is typically around one percent for the addition of one electron on the QD [7,11]. We attribute the large sensitivity to the close distance between the QD and QPC ($\sim 50$ nm, due to the vertical arrangement of the QD and QPC) and to the absence of metallic gates on the heterostructure surface, which reduces screening.

The results of Fig. 6 indicate that it may be preferable to operate the charge detector close to pinch-off, where the relative change in conductance is maximized. The quantity relevant for optimal detector performance in the experiment is the signal-to-noise $(S/N)$ ratio between the change in conductance $\Delta G$ and the noise level of the QPC conductance measurement. We measure the conductance by applying a fixed bias voltage $V_{DQ}$ across the QPC and monitoring the current. In the linear response regime, both the average current $I_{QPC}$ and the change in current for one electron on the QD ($\Delta I_{QPC}$) scale linearly with applied voltage bias. The noise in the setup is dominated by the voltage noise of the amplifier, which is essentially independent of the QPC operating point and the applied bias in the region of voltages discussed here. The $S/N$ thus scales directly with $\Delta I_{QPC}$

$$S/N = \frac{\Delta I_{QPC}^2}{(\Delta I_{noise})^2} \propto V_{QPC} \Delta G^2 = \frac{G_{QPC}}{\gamma} \left( \frac{\Delta G}{G} \right)^2.\quad (7)$$

In practice the maximal usable QPC current is limited by effects like heating or emission of radiation which can influence the measured system. When considering heating effects, it becomes important to minimize the power $P = V_{QPC}I_{QPC}$ dissipated in the QPC. Putting the power dissipation as a constraint to Eq. (7), the highest $S/N$ is reached for the maximal value of $(\Delta G)^2/G$. For the data shown in Fig. 6 this occurs at $G_{QPC} = 0.2 \times 2e^2/h$. However, this operation point requires a large voltage bias to be applied to the QPC. If the QPC bias is larger than the single-particle level spacing of the QD, the current in the QPC may drive the transitions in the QD and thus exert a back-action on the measured device [12] (see Section 5). Therefore, a better approach is to limit the QPC voltage. Here, the best $S/N$ is obtained when optimizing $\Delta G$ rather than $\Delta G/G$ and operating the QPC close to $G_{QPC} = 0.5 \times 2e^2/h$. The sensitivity of the QPC together with the bandwidth of the measurement circuit allows a detection time of around 4 $\mu$s [13].

1.5. Charge traps in the vicinity of the QPC

In the previous sections, we mentioned that charge fluctuations in traps in the vicinity of the QPC may induce excess noise in the QPC current measurement [9]. If the trap is close enough and if the fluctuations occur on a timescale slower than the measurement bandwidth, the charge dynamics of the individual traps can be investigated using the time-resolved charge detection methods. By comparing the conductance change $\Delta G_{trap}$ due to charge fluctuations in a trap with the conductance change $\Delta G_{QPC}$ due to an electron in the QD, we get an idea of the position of the trap relative to the QD. The trap position may be further pinned down by checking the influences of various gate voltages [14].

Fig. 7 shows electron counts registered by the QPC charge detector for a QD-QPC structure defined by local oxidation.
changing the gate voltages on to more complex situations involving multiple leads before moving tunneling between one lead and a single state before moving quantum dot. We start with describing the dynamics of electron used to investigate the properties of electron transport in a single temperature $R$. Local oxidation used in shows a greater trap density compared to the structure defined by etching [see Fig. 7]. Various other lines are seen in the plot; their gate voltage dependencies and their influence on the QPC conductance are given in the figure. Traps with $V_{G1}/V_{G2} > 1$ are situated closer to gate G1, traps with $V_{G1}/V_{G2} < 1$ are closer to gate G2. The trap with $V_{G1}/V_{G2} = 4.8$ seen to the left in the graph is probably relatively close to the QD; the lines from the trap and the lines from the QD anticross due to their mutual charging energy, similar to a double quantum dot system. Almost all traps give a smaller $\Delta G_{QPC}$ compared to the QD, showing that the major influence on QPC conductance still originates from the QD. We note that the method only shows traps where the charge fluctuates on timescales slower than the measurement bandwidth; traps with faster fluctuations will give an overall increase in the noise floor.

It is not clear whether the charge traps are formed inside the heterostructure or if they are sitting on the surface. In Fig. 8, we present a measurement similar to the one shown in Fig. 7, but this time for a QPC defined by etching [see Fig. 1(a)]. This sample shows a greater trap density compared to the structure defined by local oxidation used in Fig. 7. The difference could be due to the fabrication method; the etching procedure will bring surface states closer to the QPC. For a structure defined by local oxidation, the surface is kept further away. On the other hand, it is dangerous to draw too far-going conclusions from the two sets of data; the structures were fabricated on different (but similar) wafers, and the measurement of Fig. 8 was performed at a higher electron temperature ($T = 1.7 \text{ K}$ compared to $T = 200 \text{ mK}$). Further experiments are necessary to clarify the issue.

2. **Time-resolved electron transport**

In this section, we show how time-resolved charge detection is used to investigate the properties of electron transport in a single quantum dot. We start with describing the dynamics of electron tunneling between one lead and a single QD state, before moving on to more complex situations involving multiple leads, finite bias, excited states and degenerate states. Finally, we show how the potential landscape forming the tunnel barriers is influenced by changing the gate voltages.
maximum sensitivity whenever changing the voltage on another
gate. The measurements were performed in a dilution refrigerator
with a base temperature of 60 mK.

2.2. Electron tunneling with one lead connected to the quantum dot

First, we investigate the case of electron tunneling between a
QD and one lead. This is achieved by keeping the drain barrier
open but making the source barrier very opaque, allowing electron
tunneling only between the QD and the drain lead [Fig. 9(b)].

Coulomb blockade prohibits the QD to hold more than one
excess electron. When an electron enters the QD, the conductance
through the QPC is reduced due to the electrostatic coupling
between the QD and the QPC. As the electron leaves, the QPC
conductance returns to the original value. This gives rise to a QPC
current switching between two levels, as shown in Fig. 9(c).
The low level corresponds to a situation where the dot holds an excess
electron. Transitions between the two levels occur whenever an
electron enters or leaves the QD. The duration between transitions
gives directly the time it takes for an electron to tunnel into or out
of the QD. In Fig. 9(c), these times are marked by $\tau_{in}$ and $\tau_{out}$.

In the regime of single-level transport, the process of an
electron tunneling into or out of the dot is described by the rate
equation

$$p_{in/out}(t) = -\Gamma_{in/out} \times \delta p_{in/out}(t).$$

(8)

Here, $p_{in/out}(t)$ is the probability density for an electron to tunnel
into or out of the dot at a time $t$ after a complementary event.

Solving the differential equation and normalizing the resulting
distribution gives

$$p_{in/out}(t) dt = -\Gamma_{in/out} \times \delta p_{in/out} dt.$$

(9)

The tunneling rates $\Gamma_{in/out}$ in Eqs. (8) and (9) are effective
rates involving the dot–lead tunnel coupling $\Gamma$ and the thermal
population of the states in the lead, with

$$\Gamma_{in} = \Gamma \times f(\Delta \mu / k_B T)$$

(10)

$$\Gamma_{out} = \Gamma \times (1 - f(\Delta \mu / k_B T)).$$

(11)

Here, $f(x) = 1/(1 + \exp(x))$ is the Fermi distribution function,
$T$ is the electron temperature in the lead and $\Delta \mu$ is the energy
difference between the electrochemical potential of the QD and
the Fermi level in the lead. Eqs. (10)–(11) are valid in a small
range around $\Delta \mu = 0$ where the tunnel coupling $\Gamma$ can be
assumed to be independent of energy and gate voltages. The gate
voltage influence on the tunnel coupling is investigated in greater
detail in Section 2.6. Also, Eqs. (10)–(11) assume the QD state
to be non-degenerate. In the case of degenerate states, the rates
should be multiplied with the appropriate degeneracy factor. Here,
we assume non-degenerate states and postpone the discussion of
degenerate states to Section 2.7.

The method of time-resolved charge detection makes it possible
to test the validity of the model described in Eqs. (8)–(11). The
tunneling rates $\Gamma_{in}$, $\Gamma_{out}$ are determined directly from time traces
such as the one shown in Fig. 9(c). Using Eq. (9), we find

$$\Gamma_{in} = 1/\langle \tau_{in} \rangle, \quad \Gamma_{out} = 1/\langle \tau_{out} \rangle,$$

(12)

where $\langle \tau_{in} \rangle$ and $\langle \tau_{out} \rangle$ are the average tunneling times extracted
from the time trace. It should be noted that the expression in
Eq. (12) is valid only for an infinite-bandwidth detector, and
that the finite bandwidth of the detector leads to a systematic
underestimation of the actual rates. However, knowing the
bandwidth makes it possible to correct for the deviations [17].
The influence of the detector bandwidth is discussed in greater detail
in Section 3.7.

Combining Eqs. (10)–(12) gives an expression for the Fermi
function

$$f(\Delta E/k_B T) = \langle \tau_{in} \rangle / \langle \tau_{in} \rangle + \langle \tau_{out} \rangle = \langle n_{excess} \rangle,$$

(13)

with $\langle n_{excess} \rangle$ being the average excess charge on the QD.
The average dot population can be determined by monitoring the
average conductance of the QPC [18]. By adding time resolution
to the detector and counting electrons one-by-one as they enter the
QD, we can extract not only the Fermi function of the lead but also
the tunnel coupling $\Gamma$. Assuming sequential tunneling and using
Eqs. (10)–(11), we find that the rate for electrons entering the dot
$\tau_{in}$ is given by

$$\tau_{in} = 1/(\langle \tau_{in} \rangle + \langle \tau_{out} \rangle) = \Gamma \times f(1 - f).$$

(14)

Measuring the count rate $\tau_{in}$ thus directly determines the tunnel
coupling $\Gamma$.

In Fig. 10(a, b) we plot the average QD population and the
number of counts per second as gate G2 was used to change the
electrochemical potential of the QD. The solid lines are the fits to
Eqs. (13) and (14), demonstrating the good agreement between
the data and the expected relations. By first determining the lever
arm between gate G2 and the dot from standard Coulomb diamond
measurements [19], it was possible to extract the electronic temperature ($T = 230$ mK) from the width of the Fermi function.
The same temperature was found by checking the width of standard Coulomb blockade current peaks [19], measured with
the QD in a more strongly coupled regime.

The time-resolved detection method also allows the tunneling
rates $\Gamma_{in}$ and $\Gamma_{out}$ to be determined separately. The rates are plotted in
Fig. 10(c), extracted from the same set of data as shown in
Fig. 10(a, b). The solid lines are fits to Eqs. (10)–(11), with $\Gamma = 9.2$ kHz and $T = 230$ mK. The figure clearly demonstrates
an exponential falloff of the tunneling rates as the QD electrochemical
potential is shifted above or below the Fermi level of the lead.
This is a direct consequence of the Fermi distribution for the electrons
in the lead. The fact that both $\Gamma_{in}$ and $\Gamma_{out}$ can be fitted with a single
tunneling rate $\Gamma$ shows that the QD state is non-degenerate. This
is not always the case, as will be seen in Section 2.7.

The results presented so far rely on the assumption that Eq.(9) is
correct. The validity of this assumption can be tested by extracting the
experimental distribution function $p_{in/out}(t)$ of tunneling times
$\tau_{in}$, $\tau_{out}$ from a time trace containing a large number of events.
Such distributions are shown in Fig. 10(d), taken at the position
marked by the arrow in Fig. 10(c). The data exhibit the expected
2.3. Electron tunneling with two leads connected to the quantum dot

In order to perform time-resolved measurements of electron transport through the dot, the tunnel barriers have to be symmetrized so that both give similar tunneling rates. The rates must be kept lower than the bandwidth of the setup, but still high enough to give good statistics. Fig. 11(a) shows the number of events per second as a function of the two gate voltages \( V_{G1} \) and \( V_{G2} \). In the upper-left corner of the figure, \( V_{G2} \) is high and \( V_{G1} \) is low, corresponding to the case where the source lead is open and the drain lead is closed. In the bottom right corner, the configuration is inverted. For the region in-between, marked by the ellipse in Fig. 11(a), the data indicate that both leads are weakly coupled to the dot.

For zero voltage bias across the QD, the measurement method does not enable us to distinguish whether an electron that tunnels into the dot arrives from the left or from the right lead. Therefore, both leads are connected to the dot, the rates in Eqs. (10)–(11) must be adjusted to contain one part for the left lead and one part for the right lead,

\[
\begin{align*}
\Gamma_{\text{in}} &= \Gamma_{\text{in}}^L + \Gamma_{\text{in}}^R = \Gamma_f^L + \Gamma_{\text{fr}}^L, \\
\Gamma_{\text{out}} &= \Gamma_{\text{out}}^L + \Gamma_{\text{out}}^R = \Gamma_{\text{fr}}^L(1 - f^L) + \Gamma_f^L(1 - f^R). 
\end{align*}
\]

(15)

Here, \( f^L \) and \( f^R \) are the Fermi distribution functions of the left and the right lead, respectively. Using Eq. (15), we calculate the rate of events for the case when both leads are coupled to the dot with rates accessible for the detector,

\[
\Gamma_E = \frac{[\Gamma_f^L + \Gamma_{\text{fr}}^L][\Gamma_{\text{fr}}^L(1 - f^L) + \Gamma_f^L(1 - f^R)]}{\Gamma_f^L + \Gamma_{\text{fr}}^L}.
\]

(16)

With no bias applied across the dot, the two distributions functions \( f^L \) and \( f^R \) are identical except for a possible difference in electronic temperature in the two leads. However, assuming \( T_l = T_k = T \), we have \( f^L = f^R = f \), and Eq. (16) simplifies to \( \Gamma_E = \left( \Gamma_f^L + \Gamma_{\text{fr}}^L \right) \times f(1 - f) \). Fitting this expression to curves similar to that shown in Fig. 10(b), we extract the temperature and combined tunneling rate \( \Gamma_l + \Gamma_k \) from the data within the ellipse of Fig. 11(a). The result is presented in Fig. 11(b). The rates and the temperature shown in the graph are due to the combined tunneling to and from both leads. Still, for low \( V_{G2}/V_{G1} \), the drain lead is pinched off and tunneling occurs mainly between the source lead and the dot. For high \( V_{G2}/V_{G1} \), the source lead is pinched off and the tunneling is dominated by electrons going between the drain and the dot. The fact that the electronic temperatures extracted from both regimes turn out to be the same \((T = 230 \text{ mK})\) within the accuracy of the analysis justifies the assumption that \( T_l = T_k \).

2.4. Finite bias

With the barriers properly symmetrized, we apply a finite bias voltage between source and drain leads and measure electron transport through the QD. Fig. 12(a) shows Coulomb blockade diamonds measured by counting electrons entering the QD. The bias is applied symmetrically, with

\[\mu_s = |e|V_{SD}/2, \quad \mu_d = -|e|V_{SD}/2.\]

(17)

The gate \( G_1 \) is used as a plunger gate to control the dot electrochemical potential. However, the gate also strongly affects the source tunnel barrier. For low \( G_1 \) voltages, the source lead is closed, giving strong charge fluctuations only when the drain lead is in resonance with the dot [see case I in Fig. 12(a,b)].

At higher gate voltages, the source lead opens up and a current can flow through the dot. In point II of Fig. 12(a), the QD electrochemical potential \( \mu_s \) lies within the bias window but far away from the thermal broadening of the Fermi distribution in the leads. The condition can be expressed as

\[|\pm eV/2 - \mu_\sigma| \gg k_B T,\]

(18)

where the “+” case refers to the source contact and the “−” case refers to the drain. Whenever Eq. (18) is fulfilled, electrons can only enter the dot from the source lead and only leave through the drain. This makes it possible to determine the individual tunnel couplings \( \Gamma_s/\Gamma_d \), with

\[
\Gamma_s = \Gamma_{\text{in}} = 1/(\tau_{\text{in}}), \quad \Gamma_d = \Gamma_{\text{out}} = 1/(\tau_{\text{out}}).
\]

(19)
In this regime, we measure the current through the dot by counting events. This opens up the possibility to use the QD as a very precise current meter for measuring sub-fA currents [21,22]. Since the electrons are detected one-by-one, the noise and higher order correlations of the current can also be experimentally investigated. This is explained in more detail in Section 3.2.

When the bias exceeds the dot charging energy, $E_C \sim 2.1$ meV, and the electrochemical potentials of the $(n+1)$ and the $(n+2)$ states are within the bias window [see case III of Fig. 12(a, b)], transport processes are allowed where the dot may contain 0, 1 or 2 excess electrons. A time trace measured at point III of Fig. 12(a) is shown in Fig. 12(c). The sensitivity of the QPC charge detector allows us to measure switching between three different levels, corresponding to $(n)$, $(n+1)$ and $(n+2)$ electrons on the dot. It is not possible to make this distinction in a standard current measurement.

### 2.5. Excited states

If there are excited states inside the bias window, tunneling may occur into any of the available states. In this regime, the rates $\Gamma_{in}$ and $\Gamma_{out}$ of Eq. (19) will not be the tunneling rates of the single ground state but rather a sum of rates from all states contributing to the tunneling process. A further complication with excited states is that there may be equilibrium charge fluctuations between the lead and the excited state, thereby removing the unidirectionality of the electron motion. However, if the relaxation rate of the excited state into the ground state is orders of magnitude faster than the tunneling-out rate, the electron in the excited state will have time to relax to the ground state before equilibrium fluctuations can take place.

The separate rates $\Gamma_{in}$ and $\Gamma_{out}$ for a close-up of the upper-left region of Fig. 12(a) are plotted in Fig. 13(a, b). It is important to note that the requirement of Eq. (18) is met only for the region along and above the dashed lines in the figures. At the lower-left end of the dashed lines, the energy levels of the dot are aligned as shown in Fig. 13(c). Going diagonally upward along the lines corresponds to raising the Fermi level of the source lead, while keeping the energy difference between the dot and the drain lead fixed.

Starting at low bias and low voltage on the gate $V_G$, the dot is in the Coulomb blockade regime, and no tunneling is possible. Following the dashed line upwards, the QD ground state becomes available for tunneling at $V_{bias} = 0.3$ mV. The transition is marked by the white solid lines in Fig. 13(a, b). At these low gate voltages, the source tunnel barrier is almost completely pinched off, meaning that the rate for electrons entering the QD is still low [Fig. 13(a)]. Even so, some electrons do enter the QD, as can be seen from the few points of measurements of $\Gamma_{out}$ within the corresponding region of Fig. 13(b).

We first concentrate on the tunneling-in rate in Fig. 13(a). As the source level is further raised, excited states become available for transport. The first excited state (at $V_{bias} = 0.85$ mV along the dashed line) is more strongly coupled to the lead than the ground state, giving a tunneling rate of $\sim 70$ Hz for electrons entering the dot. The large difference in the tunneling-in rate between the ground and the excited state can be understood if the wavefunctions of the ground and excited states have different spatial distributions. If the overlap with the lead wavefunction is larger for the excited state, the tunneling rate will also be larger. Similar differences in tunneling rates have been found between the singlet and triplet states in a two-electron dot [23,24].

By further raising the source level, tunneling can also occur through a second excited state. The measured tunneling-in rate will now be the sum of the rates from both excited states; by subtracting the contribution from the first state, the rate for the second state can be determined. Using this method, we can resolve three excited states, with excitation energies $\epsilon_1 = 0.55$ meV, $\epsilon_2 = 1.0$ meV, $\epsilon_3 = 1.3$ meV and with tunneling rates $\Gamma_1 = 70$ Hz, $\Gamma_2 = 190$ Hz, $\Gamma_3 = 190$ Hz. The excited states are clearly seen in Fig. 13(e), which is a cut along the dashed diagonal line in Fig. 13(a).

Focusing on the rates for electrons tunneling out of the QD [Fig. 13(b)], there is a noisy region where the ground state but no excited states are within the bias window ($0.3 < V_{bias} < 0.85$ mV along the dashed line). In this regime, few electrons will enter the dot, meaning that the statistics needed for measuring the rate of electrons leaving the dot is not sufficient. However, for bias voltages higher than the first excited state, the tunneling-out rate remains constant along the dashed line. This is in contrast to the steps seen in the tunneling-in rates, indicating that the rate for tunneling out of the QD does not depend on the state used for tunneling into the QD. Since the individual excited states are expected to have different rates also for tunneling out of the dot, the data is consistent with the interpretation that an electron entering the dot into an excited state will always have time to relax to the ground state before it tunnels out. The rate for tunneling out is $\sim 6$ kHz, giving an upper bound for the relaxation time of $\sim 170$ µs.

The main relaxation mechanism in quantum dots is thought to be electron–phonon scattering [25]. Measurements on few-electron vertical quantum dots have shown relaxation times of 10 ns [26]. Recent numerical investigations have shown that the electron–electron interaction in multi-electron dots can lead to reduced relaxation rates [27]. Still, the relaxation rate is expected to be considerably faster than the upper limit we give here.

The rate for tunneling out is actually not constant for the whole region of the Coulomb diamond, but shows a change at the position marked by the arrow in Fig. 13(b). This transition occurs along a line perpendicular to the ones seen in $\Gamma_{in}$. This is expected assuming that the transition seen in Fig. 13(b) involves changes in $\Gamma_{out}$ instead of in $\Gamma_{in}$. Going perpendicular to the dashed lines in Fig. 13(a, b), we keep the QD and source potential constant while lowering the drain lead. At some point, the Fermi level of the drain is low enough so that an electron in the QD $(n+1)$-electron ground...
state may tunnel out and leave the QD in an \((n)\)-electron excited state. The process is sketched in Fig. 13(d). Comparing Fig. 13(c–d), we see that the rate \(I_\text{in}\) probes the excitation spectrum of the \((n + 1)\)-electron QD, while \(I_\text{out}\) reflects the spectrum of the \((n)\)-electron QD.

### 2.6. Tuning the tunnel couplings

Changing a gate voltage does not only shift the electrochemical potential of the QD, but also affects the height of the tunnel barrier connecting the QD to the leads. The effect was mentioned already in relation with the results of Figs. 11 and 12. Here we investigate the behavior more carefully. Fig. 14(a) shows a sketch of the potential landscape for a QD with a bias voltage applied between the source and drain contacts. Electrons entering the QD from the source lead need to tunnel through a potential barrier of height \((U_{SB} - \mu_{QD})\), while the barrier height for electrons tunneling from the QD to drain is \((U_{DB} - \mu_{QD})\). By changing the voltages on gates \(G_1\) and \(G_2\), we expect to be able to tune the potentials \(U_{SB}\) and \(U_{DB}\) and thereby control the tunneling rates.

The tunneling probability also strongly depends on the width of the barrier as well as on the exact shape of the electrostatic potential forming the QD and the barriers. These details are not known, but for small perturbations to the barrier potential \(\delta U_{SB/DB}\) and QD potential \(\delta \mu_{QD}\), the tunneling rate is expected to depend exponentially on the energy difference \((\delta U_{SB/DB} - \delta \mu_{QD})\) [28]

\[
\Gamma \sim \Gamma_0 \exp[-k(\delta U_{SB/DB} - \delta \mu_{QD})].
\]

Here, \(\Gamma_0\) and \(k\) are constants given by the exact shape of the potential. To make quantitative comparisons with the experiments, we use a capacitor model to estimate the influence that gate voltages have on the different potentials in the system [29]

\[
\begin{pmatrix}
\delta \mu_{QD} \\
\delta U_{SB} \\
\delta U_{DB}
\end{pmatrix} =
\begin{pmatrix}
\alpha_{G-QD} & \alpha_{G-DB} & \alpha_{G-DB} \\
\alpha_{G-DB} & \alpha_{G-DB} & \alpha_{G-DB} \\
\alpha_{G-DB} & \alpha_{G-DB} & \alpha_{G-DB}
\end{pmatrix}
\begin{pmatrix}
\delta \mu_s \\
\delta \mu_d \\
\delta \mu_d
\end{pmatrix} =
\begin{pmatrix}
\delta (e|V_{G1}) \\
\delta (e|V_{G2}) \\
\delta (e|V_{G2})
\end{pmatrix}.
\]

The coefficients \(\alpha\) are the capacitive lever arms between the gates and the various sample potentials. It should be noted that both the gate voltages \(V_{G1}, V_{G2}\) and the source and drain potentials \(\mu_s, \mu_d\) have gating effects on the QD and on the barriers. In the following, we focus on the influence of the gate voltages \(V_{G1}, V_{G2}\) and assume a fixed bias voltage \(V_{BD}\) applied symmetrically across the QD, with \(\mu_s = |V_{BD}|/2, \mu_d = -|V_{BD}|/2\). Also, by operating the QD at fixed bias and ensuring that electron transport is unidirectional [Eq. (18)], we can use the relations of Eq. (19) to determine the tunneling couplings \(\Gamma_3\) and \(\Gamma_0\) separately.

As seen in Eq. (20), the tunneling strength depends on the difference \(\delta U_{SB/DB} - \delta \mu_{QD}\). To simplify matters we want to fix the QD potential \(\mu_{QD}\) and investigate only the influence that the gate voltages have on the barrier potentials \(U_{SB}\) and \(U_{DB}\). This is done by sweeping the two gate voltages \(V_{G1}\) and \(V_{G2}\) against each other in a way that \(\mu_{QD}\) remains constant. Setting \(\delta \mu_{QD} = 0\) in Eq. (21), assuming a fixed bias voltage (\(\delta \mu_s = \delta \mu_d = 0\)) and solving for \(V_{G1}\) gives the prescription

\[
\delta V_{G1} = -\frac{\alpha_{G2-QD}}{\alpha_{G1-QD}} \delta V_{G2}.
\]

Due to the symmetry of the device, we have \(\alpha_{G1-QD} \approx \alpha_{G2-QD}\) so that the above expression reduces to \(\delta V_{G1} \approx -\delta V_{G2}\). Introducing \(V_{\text{diff}} = V_{G2} - V_{G1}\), we find from Eqs. (20)–(21)

\[
\Gamma_3 \sim \exp \left[ \kappa_s \frac{|e|V_{\text{diff}}}{2} (\alpha_{G2-SB} - \alpha_{G1-SB}) \right] \exp[\gamma_s \delta V_{\text{diff}}],
\]

\[
\Gamma_D \sim \exp \left[ \kappa_d \frac{|e|V_{\text{diff}}}{2} (\alpha_{G2-DB} - \alpha_{G1-DB}) \right] \exp[\gamma_d \delta V_{\text{diff}}].
\]

Thus we expect the tunneling rates to depend exponentially on the voltage difference \(V_{\text{diff}}\). The sign of the factors \(\gamma_s\) and \(\gamma_d\) determine if the rates increase or decrease with \(V_{\text{diff}}\). From the geometry of the device we expect the source barrier to be more strongly influenced by gate \(G_1\) than gate \(G_2\) (\(\alpha_{G1-SB} > \alpha_{G2-SB}\)), while the opposite is true for the drain barrier. This would make \(\Gamma_3\) decrease \((\gamma_s < 0)\) and \(\Gamma_D\) increase \((\gamma_d > 0)\) with \(V_{\text{diff}}\).

In Fig. 14(b), we plot the tunneling rates \(\Gamma_3\) and \(\Gamma_D\) measured while changing \(V_{\text{diff}}\). The solid lines are fits to Eq. (24), with fitting parameters \(\gamma_s = -33.0\; V^{-1}\) and \(\gamma_d = 22.8\; V^{-1}\). The results are consistent with Eq. (24), although one would expect \(\gamma_s = -\gamma_d\) from the symmetry of the device. However, the exact shapes of the confining potential and the QD wavefunction are not known and it must be considered unlikely that the potential barriers separating the QD from source and drain contacts are geometrically exactly identical.

### 2.7. Degenerate states

In this section, we discuss how degenerate states may influence the measured statistics. For simplicity, we limit the discussion to the case where the QD is connected only to one lead, with the other lead being completely pinched off. In this configuration, the tunneling is due to equilibrium fluctuations between the QD and the lead. Fig. 15(a) shows the average dc current through the QPC when sweeping the two gates \(G_1\) and \(G_2\). The diagonal lines correspond to electrons being loaded/unloaded from the QD. Along these lines, the electrochemical potential of the QD is aligned with the Fermi level of the right lead. From the slope of the line we see that the voltages on the two gates \(G_1\) and \(G_2\) have roughly the same influence on the energy levels of the QD, as expected from the device geometry. We now focus on determining the tunneling rates for three electronic states along the dotted line in Fig. 15(a). Starting at low \(V_{G1}\) voltages, the dot gets successively populated as the voltage on \(G_1\) is increased. At each charge degeneracy point, we use the time-resolved measurement techniques to determine the rates for electrons entering and leaving the dot. The results are shown in Fig. 15(b).

Taking the possibility of degenerate states into account, the results of Eqs. (10)–(11) are extended to

\[
\Gamma_\text{in} = g_\text{in} \kappa_s \propto f_s(\Delta \mu/k_B T),
\]

\[
\Gamma_\text{out} = g_\text{out} \kappa_s \left[1 - f_s(\Delta \mu/k_B T)\right].
\]

Here, the factors \(g_\text{in}\) and \(g_\text{out}\) account for possible degeneracies. For electrons entering the QD, the factor \(g_\text{in}\) should include the number of degenerate empty states. For tunneling out, only the degeneracy of occupied states is relevant. The tunnel coupling \(\Gamma_\text{out}\) is assumed to be independent of energy and the QD level within the small gate.
voltage range considered here. The energy level for three different gate voltages are drawn schematically in Fig. 15(c). The middle plot of Fig. 15(b) indicates the gate voltage ranges corresponding to the drawings shown in Fig. 15(c).

The effective rates for electrons tunneling into and out of the QD involve the density of states and the occupation probability in the lead. This gives a strong dependence on the alignment between the Fermi level in the right lead and the electrochemical potential of the dot. Starting at low gate voltages in Fig. 15(b) [case I in Fig. 15(c)], the QD potential is far above the Fermi level of the lead.

At this point, the density of occupied states in the lead is low and the effective rate for tunneling into the QD is low. If an electron eventually manages to tunnel into the effective rate for tunneling out again will be high, since there are many empty states in the lead to tunnel into. As the gate voltage is increased, the QD potential goes down to the Fermi level of the lead [case II in Fig. 15(b, c)]. In this configuration, the effective rates for tunneling into and out of the QD are roughly equal. As the gate voltage is further increased, the potential of the QD is pushed below the Fermi level. Here, the density of occupied states in the lead is large, giving a high effective rate for electrons entering the QD. Conversely, the effective rate for leaving the dot is low [case III in Fig. 15(b, c)].

Looking at the shape of the data in Fig. 15(b), we see that they indeed follow a Fermi function. The solid lines in the figure are fits using Eqs. (25)–(26), with \( T = 230 \text{ mK} \). The parameters used in the fitting procedure are summarized in Table 1.

Comparing the numbers of Table 1, we see that the effective coupling \( g_{\text{in}}/g_{\text{out}} \) differs strongly depending on whether it was extracted from the tunneling-in or the tunneling-out data. One possible explanation for the difference is degeneracy due to the electron spin. Assuming a spin-degenerate state with both the spin-up and the spin-down state initially empty, electrons from the lead could tunnel into either of the two states. This makes \( g_{\text{in}} = 2 \). Once the electron has tunneled into the QD, it resides in either the spin-up or the spin-down state. Since only one of the spin-degenerate states is occupied, the degeneracy for tunneling out will be \( g_{\text{out}} = 1 \). The situation is different if we start with a QD with one of the spin-degenerate states already occupied. For the tunneling-in process, there is only one empty state available, giving \( g_{\text{in}} = 1 \). For the tunneling-out process, any of the two electrons sitting on the dot may tunnel out. This leads to \( g_{\text{out}} = 2 \). The different situations are shown schematically in Fig. 16. The model discussed here assumes that the spin states are not influenced by Coulomb interactions, which may be an oversimplification considering that we are dealing with a many-electron system. Still, spin pairing has been observed in chaotic QDs containing a large number of electrons [31].

The experimental method described here can only determine the ratio \( g_{\text{in}}/g_{\text{out}} \). In the following we assume the degeneracies to be due to spin to be able to extract tunnel couplings and absolute degeneracies from the data. The results of this model are shown in Table 2. For the first resonance at \( V_{G1} = -30.35 \text{ mV} \) we extract \( g_{\text{in}} = 2 \) and \( g_{\text{out}} = 1 \), indicating a two-fold degeneracy with both states initially empty. At the next resonance, the degeneracy factors are exchanged, with \( g_{\text{in}} = 1 \) and \( g_{\text{out}} = 2 \). For the third resonance, the degeneracy factors are the same as for the second resonance, with \( g_{\text{in}} = 1 \) and \( g_{\text{out}} = 2 \).

The first and second resonances could be attributed to consecutive filling of spin states, meaning that the first two electrons would form a so-called spin pair. The third electron does not follow the rules expected from simple spin-filling. The reason could be due to many-body effects between the electrons in the quantum dot or due to a charge rearrangement taking place between the second and third resonances (at \( V_{G1} \sim 30 \text{ mV} \)). Also, we stress that there are other possible explanations for the measurement results, like energy-dependent tunneling rates or accidental degeneracies of orbital states. To prove the spin degeneracy, one would need to perform measurements at non-zero magnetic fields. This would lift the spin degeneracy and make \( g_{\text{in}} = 1 \) and \( g_{\text{out}} = 1 \).

As seen in Section 2.6, changing a gate voltage also affects the tunnel couplings in the system. Since the tunneling rates \( \Gamma_{\text{in}}/\Gamma_{\text{out}} \) are measured at slightly different gate voltages, it could be that the differences seen in Fig. 15(b) are due to tuning of the tunneling...
barrier. To avoid such influences, we used gate $G_1$ to tune the QD electrochemical potential, since it is expected to have a smaller effect on the tunnel barrier between the QD and drain than gate $G_2$. From Eq. (24) and the results of Section 2.6, we estimate the change of tunneling rates within the gate voltage range shown in Fig. 15(b) to be well below 10%. Also, the gating effect of $G_1$ on the tunnel barrier would make it more likely for $I_R$ to increase with $V_{G_1}$. Since $I^\text{in}$ is determined at a slightly higher gate voltage than $I^\text{out}$, we would expect $I^\text{in}$ to be larger than $I^\text{out}$. This is in contradiction with the results of Table 1 and thus supports our interpretation of additional degeneracies of the QD states influencing the tunneling rates.

3. Statistics of electron transport

In this section, we investigate the statistical properties of single-electron tunneling through a quantum dot. In the general case, we find that current fluctuations due to shot noise are suppressed because of Coulomb blockade. Electrons tend to avoid each other, giving anti-bunching or sub-Poissonian noise. In other regimes we find bunching of electrons, or super-Poissonian noise. Finally, we investigate how the finite bandwidth of the detector influences the measured statistics and discuss the possibilities of using a quantum dot combined with a charge detector as a current meter.

3.1. Electron transport and shot noise

Electrical current is carried by electrons passing through the conductor. The current is given as

$$ I = e \langle t \rangle, $$

(27)

where $e$ is the electron charge and $\langle t \rangle$ the average time between electrons. The discreteness of the charge carriers gives rise to temporal fluctuations in the current. These statistical fluctuations are called shot noise. The principle behind the shot noise is illustrated in Fig. 17. In Fig. 17(a), we show an idealized current flow. Each spike corresponds to one electron passing the conductor. The time interval between two electrons $\Delta t$ is constant, so that the current is given as $I = e/\Delta t$. Fig. 17(b) displays a more realistic current, where the time intervals between electrons show random fluctuations. If the average time between electrons $\langle t \rangle = \Delta t$, then a measurement of the time-averaged current in cases (a) and (b) will give the same value.

Still, the currents in the two cases are obviously different. This becomes clear in Fig. 17(c–d), where we plot the distribution function $P_0(N)$ of the number of electrons $N$ that pass through the conductor within a fixed time-interval $t_0$. The time $t_0$ is chosen such that the average number of transmitted electron $\langle N \rangle = 5$ in both cases. The distribution function for the idealized current in (a) is simply a single peak with $P_0(5) = 1$ [Fig. 17(c)]. On the other hand, the realistic current gives a broad distribution due to the statistical fluctuations in the current.

In this way, the shape of the distribution function is a measure of the statistical fluctuations of the current. To be more quantitative, we calculate the central moments of the distribution

$$ \mu_i = \langle N \rangle^i, \quad \mu_i = \langle (N - \langle N \rangle)^i \rangle, \quad \text{for } i = 2, 3, \ldots, $$

(28)

Here, $\langle \ldots \rangle$ represents the mean over a large number of periods of length $t_0$. The first moment (mean) gives access to the average current, $I = e\mu_1/t_0$. The second central moment (variance) defines the shot noise power, with

$$ \delta_1 = 2e^2\mu_2/t_0. $$

(29)

Eq. (29) is valid if $t_0$ is much larger than correlation times in the system. In the following section, we will also evaluate the third central moment, $\mu_3$. It describes the asymmetry (skewness) of the distribution function around its maximum.

The noise of a current is often expressed as the Fano factor, which is the width of the distribution divided by its mean,

$$ F = \delta_1/2eI = \mu_2/\mu. $$

(30)

For processes governed by Poisson statistics, like electron tunneling through a single barrier, the Fano factor is equal to one. If the Fano factor is smaller than one, we speak of sub-Poissonian noise. This generally means lower noise power and electron correlation in time. Conversely, if the Fano factor is greater than one, the noise is super-Poissonian and the electron transport is less regular than in the Poissonian case.

If the charge is transferred in units of $q$ instead of $e$, the Fano factor will be modified by a factor $q/e$. By measuring both the shot noise $S_1$ and current $I$, one can use this relation to directly determine the fractionality of the charge of the carriers. Such measurements have been performed to demonstrate the charge of quasi-particles in the fractional quantum Hall effect [32,33] as well as the double charge of Cooper pairs in superconductors [34]. These are examples where noise measurements provide additional information about the system that cannot be extracted from a standard current measurement [35].

In electron transport through a semiconductor quantum dot (QD), the noise is typically suppressed compared to the Poisson distribution. This is due to Coulomb blockade, which enhances the temporal correlation between successive electrons and thereby reduces the noise [36–40]. The Pauli exclusion principle provides an additional noise suppression mechanism [41,42]. However, when several channels with different coupling strengths contribute to electron transport, interactions can lead to more complex processes and to an enhancement of the noise [43–45,20]. Furthermore, there are predictions that entangled electrons may lead to super-Poissonian noise, thus making noise measurements a possible way of detecting entanglement in mesoscopic systems [46–48].

The above examples demonstrate that noise measurements are important tools for characterizing properties of mesoscopic systems. However, due to the very low current levels involved, it is difficult to perform the experiments with conventional measurement techniques. One has to carefully eliminate other noise sources like Johnson–Nyquist thermal noise and the noise of the amplifiers. Recent attempts include using a resonant circuit.
together with a low temperature amplifier [49,50], a superconductor–insulator–superconductor junction [51] or a second QD acting as a high-frequency detector [52].

A different approach is to use time-resolved charge detection methods as described in Section 2 to count the electrons one-by-one as they pass through the conductor. From such a measurement, one can directly determine the probability distribution function \( p_n(N) \). The distribution function is then used to calculate both the shot noise as well as higher order moments. This way of measuring is analogous to the theoretical concept of full counting statistics (FCS), which was introduced as a new way of examining current fluctuations [53]. In the following sections, we investigate the experimental method in more detail.

### 3.2 Sequential transport—sub-Poissonian noise

In order to use a charge detector for measuring current and current noise, one has to avoid that electrons tunnel back and forth between the dot and the source or drain lead due to thermal fluctuations [Fig. 18(a)]. This is achieved by applying a finite bias voltage between source and drain, i.e.

\[
k_T T \ll |\pm eV/2 - \mu_n| \ll E_C. \tag{31}
\]

Here, \( E_C \) is the charging energy, \( \mu_n \) is the electrochemical potential of the QD and \( V \) is the bias voltage, symmetrically applied to the QD [Fig. 18(b)]. With a finite bias applied to the QD, and with the Fermi levels of the leads far away from the electrochemical potential of the QD, the probability for electrons to tunnel in the opposite direction is exponentially suppressed. In this regime, we attribute each transition \( n \rightarrow n + 1 \) to an electron entering the QD from the source contact, and each transition \( n + 1 \rightarrow n \) to an electron leaving the QD to the drain contact. The charge fluctuations in the QD then correspond to a non-equilibrium process, and are directly related to the current through the dot. The current is determined by the tunneling rates \( \Gamma_{\text{in}} \) and \( \Gamma_{\text{out}} \), with

\[
I = e \frac{\Gamma_{\text{in}} \Gamma_{\text{out}}}{\Gamma_{\text{in}} + \Gamma_{\text{out}}}. \tag{32}
\]

From the tunneling rates, one could calculate all the higher moments of the current distribution as well [54]. However, the results are only valid assuming that Eq. (9) is correct. In order to measure the current and the current distribution function for any experimental configuration, we instead focus on extracting the current distribution function \( p_n(N) \) from the experimental data.

The distribution is found by splitting a time trace of length \( T \) into \( m = T/\tau_0 \) intervals of length \( \tau_0 \) and counting the number of electrons entering the QD within each interval. Examples of such distributions are shown in Fig. 19, taken at two different gate configurations. The noise and the higher moments are related to the current distribution function as well [36]. The time \( \tau_0 \) is chosen in order to have the same mean value of number of events, \( \langle N \rangle \approx 3 \), for both graphs. The line shows the theoretical distribution calculated from Eqs. (36) and (35). The tunneling rates are determined experimentally by the method described in Section 2, and no fitting parameters are involved in the curves showing theoretical results. Adapted from Ref. [40].

### 3.3 Theory and model description

The noise properties of a QD in the sequential tunneling regime was investigated in detail by Bagrets and Nazarov [54], using the framework of full counting statistics. Here, we summarize their results, apply conditions appropriate for our experimental configuration and compare the theoretical results with experimental data.

The QD occupancy in the low bias, single-level transport regime is modeled by a two-state rate equation

\[
\frac{d}{dt} \left( \begin{array}{c} p_n \\ p_{n+1} \end{array} \right) = \left( \begin{array}{cc} -\Gamma_{\text{in}} & \Gamma_{\text{out}} \\ \Gamma_{\text{in}} & -\Gamma_{\text{out}} \end{array} \right) \left( \begin{array}{c} p_n \\ p_{n+1} \end{array} \right). \tag{33}
\]

Here, \( p_n \) and \( p_{n+1} \) give the occupation probabilities for the states with \( n \) and \( n + 1 \) electrons, respectively. The two states and the possible transitions are depicted in Fig. 20.

To evaluate the counting statistics of the system, we need to introduce a counting field \( e^z \) into the rate equation. We choose to count electrons tunneling into the QD, which changes the matrix in Eq. (33) to:

\[
M(\chi) = \left( \begin{array}{cc} -\Gamma_{\text{in}} & \Gamma_{\text{out}} \\ \Gamma_{\text{in}} e^{iz} & -\Gamma_{\text{out}} \end{array} \right). \tag{34}
\]

In the limit \( \tau_0 \gg \Gamma_{\text{in}}, \Gamma_{\text{out}} \), the normalized distribution \( p_0(N/\tau_0) \) is independent of \( \tau_0 \). In the same limit, the cumulant-generating function \( S(\chi) \) is related to the lowest eigenvalue of \( M(\chi) \), \( \lambda_0(\chi) \), as [54]

\[
S(\chi) = \frac{\lambda_0(\chi)}{2} \left[ \Gamma_{\text{in}} + \Gamma_{\text{out}} - \sqrt{(\Gamma_{\text{in}} - \Gamma_{\text{out}})^2 + 4\Gamma_{\text{in}} \Gamma_{\text{out}} e^{-2z}} \right]. \tag{35}
\]
The distribution function for the number of electrons tunneling through the quantum dot during a time \( t_0 \) is generated from the cumulant-generating function \( S(\chi) \) [see Appendix A]:

\[
p_0(N) = \int_{-\pi}^{\pi} \frac{d\chi}{2\pi} e^{-S(\chi)-iN\chi}. \tag{36}
\]

The solid lines in Fig. 19 are distributions calculated from Eqs. (35)–(36). The tunneling rates \( I_{in} \) and \( I_{out} \) are determined separately, as explained in Section 2. The agreement with the experimental distribution is very good, in particular, given that the curves involve no fitting parameters. As mentioned earlier, the graphs show a clear qualitative difference: Fig. 19(a) has a broader and more asymmetric distribution than Fig. 19(b). We will see later that this difference comes from the different asymmetries of the source and drain tunneling rates.

In order to perform a more quantitative analysis, we evaluate the first three central moments \( \mu_i \) of the current distribution, which coincide with the first three cumulants \( C_i \) [see Appendix A for a discussion about the difference between moments and cumulants]. The cumulants are generated directly from the cumulant-generating function \( S(\chi) \). The mean current is then given by the first cumulant \( C_1 \) of the distribution:

\[
l = \frac{e}{t_0} C_1 = \frac{e}{t_0} \left(-i \frac{dS}{d\chi}\right)_{\chi=0} = e \frac{\Gamma_{in} \Gamma_{out}}{\Gamma_{in} + \Gamma_{out}}. \tag{37}
\]

The symmetrized shot noise is calculated from the variance, or the second cumulant \( C_2 \) of the distribution:

\[
S_1 = \frac{2e^2}{t_0} C_2 = \frac{2e^2}{t_0} \left(-\frac{d^2S}{d\chi^2}\right)_{\chi=0},
\]

from which we get the Fano factor:

\[
F_2 = \frac{S_1}{2eI} = \frac{C_2}{C_1} = \frac{\Gamma_{in}^2 + \Gamma_{out}^2}{(\Gamma_{in} + \Gamma_{out})^2} = \frac{1}{2} \left(1 + a^2\right), \tag{39}
\]

where \( a = (\Gamma_{in} - \Gamma_{out})/(\Gamma_{in} + \Gamma_{out}) \) is the asymmetry of the coupling. This result recovers the earlier calculations for the shot noise in a quantum dot [36], and shows the reduction of the noise by a factor 1/2 for a QD symmetrically coupled to the leads, while the Poissonian limit, \( F_2 = 1 \), is reached for an asymmetrically coupled QD \((a = \pm 1)\). The reduction of the noise is a direct consequence of Coulomb blockade: when one electron occupies the QD, a second electron cannot enter before the first one leaves. This leads to correlations in the current fluctuations, and to a reduction of the noise. The reduction is maximal when the tunnel barriers are symmetric. For an asymmetrically coupled QD, the transport is essentially governed by the weakly transparent barrier and the noise approaches the value for a single tunneling barrier, \( S_1 = 2eI \). The results discussed here assume tunneling with transmission coefficients much smaller than one.

Finally, we want to calculate the third cumulant \( C_3 \), of the fluctuations, which characterizes the asymmetry of the distribution (skewness):

\[
C_3 = i \left(\frac{d^3S}{d\chi^3}\right)_{\chi=0}. \tag{40}
\]

The asymmetry can also be normalized to the mean of the distribution:

\[
F_3 = \frac{C_3}{C_1} = \frac{\Gamma_{in}^3 - 3\Gamma_{in}^2 \Gamma_{out} + 3\Gamma_{in} \Gamma_{out}^2 - \Gamma_{out}^3}{(\Gamma_{in} + \Gamma_{out})^3} = \frac{1}{4} \left(1 + 3a^2\right). \tag{41}
\]

The result shows that for a symmetrically coupled QD, the third moment is reduced by a factor 1/4 compared to the Poissonian limit. For an asymmetrically coupled dot with \( a \to \pm 1 \), we recover \( F_3 \to 1 \).

From experimental distributions as the ones shown in Fig. 19, we can easily obtain moments of any order using the relations in Eq. (28). We first focus on the mean \( \mu \) of the distribution. By measuring \( \mu \) as a function of the voltage applied on gate G1 and the bias voltage \( V \), we construct the Coulomb diamonds [see Fig. 21(a)]. We observe clear Coulomb blockade regions as well as regions of finite current. Fig. 21(b) shows a cross-section taken at \( V_{C1} = -44 \text{ mV} \), the position is indicated by the dashed line in Fig. 21(a). As the bias voltage is increased, we see steps in the current. As explained in Section 2.5, the first step in Fig. 21(b) (see left arrow) corresponds to the alignment of the chemical potential of the source contact with the ground state in the QD, and the following steps with excited states in the QD. From the resolution of the Coulomb diamonds, we see that the sample is stable enough such that background charge fluctuations do not play a significant role on the timescales relevant for this experiment [9].

In addition to the mean, we evaluate the second and third central moments from the measured counting statistics. These two moments are plotted in Fig. 21(b) as a function of the bias voltage. The second moment (blue dotted line) reproduces the steps seen in the current. These two moments can be represented by their reduced quantities \( F_2 = \mu_2/\mu \) [Fano factor] and \( F_3 = \mu_3/\mu \), as shown in Fig. 21(c). Both the normalized moments are almost independent of the bias voltage, and show a reduction compared to the values \( \mu_2/\mu = \mu_3/\mu = 1 \) expected for classical fluctuations with Poissonian counting statistics.

As described in Section 2.6, the tunnel couplings can be tuned by adjusting the gate voltages \( V_{C1} \) and \( V_{C2} \). In this way, we are able to continuously change the asymmetry of the barriers from symmetric to very asymmetric coupling. In Fig. 22, we show the normalized second and third central moments as a function of the asymmetry \( a \). The tunneling rates are directly measured as described in Section 2, and the inset of Fig. 22(b) shows the variation of asymmetry with gate voltage in the region of interest. As expected from the discussion in the previous section, the noise is reduced for symmetric barriers. The experimental data follow...
predictions given by \( \text{sqs} \) and are of the size of the points if not shown. The dashed lines are the theoretical predictions given by Eqs. (39), (41). No fitting parameters have been used, since the tunneling rates are fully determined experimentally. Inset of (b): Variation of the asymmetry of the tunneling rates, \( a \), as a function of \( V_{C1} \). Adapted from Ref. [40].

the theoretical predictions given by Eqs. (39), (41) very well. We note in particular that no fitting parameters have been used since the tunneling rates are determined separately.

3.5. Time statistics

A complementary way of investigating the correlations is to look at the temporal statistics of electron transport. Instead of evaluating the probability distribution for the number of electrons that are transferred within a fixed time \( t_0 \), we examine the continuous distribution \( p_N(t) \) describing the time needed for a fixed number of \( N \) electrons to pass through the QD. With the rates for tunneling into and out of the QD given by Eq. (9), we find for \( N = 1 \)

\[
p_{N=1}(t) = \int_0^t p_{in}(t') p_{out}(t - t') dt'
\]

in Fig. 23, we show the experimentally determined distribution \( p_{N=1}(t) \) for two different values of the asymmetry together with the results of Eq. (42). For the symmetric case \( a = 0.07 \) in Fig. 23], there is a clear suppression of transfer probability for short timescales. Again, this is due to Coulomb blockade. We measure anti-bunching of electrons and sub-Poisson noise levels. For the more asymmetric case \( a = 0.9 \) in Fig. 23], anti-bunching is less prominent and the probability distribution approaches the exponential behavior expected for a single tunnel barrier.

The ability to measure the counting statistics of electron transport relies on the high sensitivity of the QPC as a charge detector. Given the bandwidth of our experimental setup, \( \Delta f = 30 \) kHz, the method allows us to measure currents up to 5 aA, and we can measure currents as low as a few electrons per second, i.e., less than 1 aA. The low current limitation is mainly given by the length of the time trace and the stability of the QD, and is well below what can be measured with conventional current meters. In addition, as we directly count electrons one-by-one, this measurement is not sensitive to the noise and drifts of the experimental setup. It is also a very sensitive way of measuring low current noise levels. The precision and limitations of the measurement method are described in more detail in Sections 3.7 and 3.8.

3.6. Bunching of electrons

So far, we have analyzed data where the tunneling events can be well explained by a rate equation approach with one rate for electrons tunneling into and another rate for electrons leaving the dot. For the trace shown in Fig. 24(a), the behavior is distinctly different. The electrons come in bunches; there are intervals where tunneling occurs on a fast timescale (\( >10 \) kHz), in-between these intervals there are long periods of time (\( >1 \) ms) without any tunneling. The data was taken with a bias applied so that the Fermi level of the source lead lines up with the electrochemical potential of the dot, while the drain lead is far below the electrochemical potential of the dot, thus prohibiting electrons from entering the QD through the drain lead. The voltage on gate \( V_{C1} \) was set to 34 mV, which is outside the range of the Coulomb diamonds presented in Fig. 21(a). Since the QPC current is at the high level during the intervals without tunneling, the dot contains one electron less when the fast tunneling is blocked.

In order to explain the two different timescales, we assume a mechanism where there are two almost energy-degenerate dot states within the thermal broadening of the distribution in the source lead. Because of Coulomb blockade, the dot may hold one or zero excess electrons. Hence, the model includes three possible...
dot states as shown in Fig. 24(b). State $S_0$ is the $n$-electron ground state, state $S_1$ is an excited $n$-electron state and state $S_{n+1}$ is the ground state when the dot contains $(n + 1)$ electrons. Transitions between the $S_n/S_0$ states and the $S_{n+1}$ state occur whenever an electron tunnels into or out of the dot.

The tunnel coupling strength between the dot and the lead is given by the overlap of the dot and lead electronic wavefunctions. Since the wavefunctions corresponding to the two states $S_n$ and $S_{n+1}$ may have different spatial distributions, the coupling strength $\Gamma_n$ of the transition $S_n \leftrightarrow S_{n+1}$ may differ from the coupling $\Gamma_{n+1}$ of the transition $S_{n+1} \leftrightarrow S_{n+1}$. The energy levels of the dot and the leads for the configuration where we measure bunching of electrons are shown in Fig. 24(c), while the possible transitions of the model are depicted in Fig. 24(d).

Starting with one excess electron on the dot [state $S_{n+1}$ in Fig. 24(d)], at some point an electron will tunnel out, leaving the dot in either state $S_0$ or state $S_1$. Assuming $\Gamma_{n+1} \gg \Gamma_n$, it is most likely that the dot will end up in the excited state $S_1$. If the tunneling rate $\Gamma_{n+1}$ is faster than the relaxation process $S_0 \Rightarrow S_1$, an electron from the lead will have time to tunnel onto the dot again and take the dot back to the initial $S_{n+1}$ state. The whole process can then be repeated, leading to the fast tunneling in Figs. 24(a).

However, at some point the dot will end up in state $S_0$ either through an electron leaving the dot via the $\Gamma_n$ transition, or through relaxation of the $S_0$ state. To get out of state $S_0$, there must be either a direct transition back to state $S_n$, or an electron tunneling into the dot through the $S_0 \Rightarrow S_{n+1}$ transition. With $\Gamma_n \gg \Gamma_0$ and assuming $\Gamma_{n+1} \gg W_{RAB}$, both processes are slow compared to the tunneling between the lead and state $S_0$. This mechanism will block the fast tunneling and produce the intervals without switching events seen in Fig. 24(a).

From the above reasoning, we see that the fast timescale is set by the fast tunneling state, while the slow timescale is determined either by the relaxation process $S_0 \Rightarrow S_1$ or by the slow tunneling rate, depending on which process is the fastest. Either way, it is crucial that the relaxation rate is slower than the fast tunneling rate (in our case $W_{RAB} \ll \Gamma_n \sim 20$ kHz). We speculate that the slow relaxation rate may be due to different spin configurations of the two states. For a few-electron QD, spin relaxation times of $T_1 > 1$ ms have been reported [23, 55, 56].

To make quantitative comparisons between the model and the data, we use the methods of full counting statistics to investigate how the dot charge fluctuations change as the source lead is swept. The Fermi level of the right lead is far below the electrochemical potential of the dot, so that the states in the right lead can be assumed to be unoccupied. Finally, $W_{RA}$ and $W_{RB}$ are the direct transition rates between states $S_n$ and $S_0$. These rates obey detailed balance,

$W_{RA}/W_{RB} = \exp [(\mu_A - \mu_B)/k_B T]$.  

(46)

The phenomenological relaxation rate between the two states is given by

$\Gamma_n = \Gamma_{n+1} \Rightarrow \Gamma_n \Rightarrow \Gamma_{n+1}$.

In Eq. (44), we introduce charge counting by multiplying all entries of $M$ involving an electron leaving the dot with the counting factor $\exp(i \chi)$. We do not distinguish whether the electron leaves the dot through the left or the right lead. In this way we obtain the counting statistics $p_n(N)$, which is the probability for counting $N$ events within the time span $\tau_0$. The distribution describes fluctuations of charge on the dot, which is exactly what is measured by the QPC detector in the experiment. We stress that this distribution is equal to the distribution of current fluctuations only if it can be safely assumed that the electron motion is unidirectional. This is the case if the condition in Eq. (31) is fulfilled, i.e. if the tunneling due to thermal fluctuations is suppressed. Here, we are in a regime where there is a mixture of tunneling due to the applied bias and tunneling due to equilibrium fluctuations. But since the model defined in Eq. (44) is valid regardless of the direction of the electron motion, it can still be used for analyzing the experimental data.

Using the method of Ref. [54], we calculate the lowest eigenvalue $\lambda_0(\chi)$ of $M$ and use it to obtain the cumulant-generating function (CGF) for $p_n(N)$,

$S(\chi) = -\lambda_0(\chi) \tau_0$.  

(47)

The CGF can then be used to obtain the cumulants of any order using the relation $C_N = \langle (-i \chi)^N S(\chi) \rangle_{\chi=0}$. In order to compare the theory with the experiment we extract the first three cumulants of $p_n(N)$ from the experimental data. The cumulants were found by taking a trace of length $T = 0.5$ s and splitting it into $m = T/\tau_0$ independent traces. By counting the number of electrons $N$ leaving the dot in each trace and repeating the procedure for all $m$ sub-traces, the distribution function $p_n(N)$ could be experimentally determined. The experimental cumulants were then calculated directly from the measured distribution function. The time $\tau_0$ was chosen such that $(N) \approx 3$.

Fig. 25(a) shows the first three cumulants versus voltage applied to the source lead. The points correspond to experimental data, while the solid lines show the cumulants calculated from the CGF of our model, with fitting parameters $\Gamma_L = 1.6$ kHz, $\Gamma_R = 20.5$ kHz, $\Gamma_{\text{right}} = 4.6$ kHz, $\Gamma_{\text{left}} = 310$ Hz, $\tau_1 = 8$ ms and $\mu_A - \mu_B = 13 \mu$eV. The electronic temperature in this measurement was 400 mK. The figure shows good agreement between the model and the experimental data.

Fig. 25(b) shows the normalized cumulants $C_2/C_1$ and $C_3/C_1$ for the experimental data; we notice that both the second and the third cumulants vastly exceed the first cumulant when the Fermi level of the source lead is aligned with the electrochemical potential of the dot ($V_{\text{bias}} = 1.3$ mV). For a Poissonian process one expects $C_2/C_1 = C_3/C_1 = 1$; here, the noise is clearly of super-Poissonian nature, as expected from the bunching behavior of the electrons.

When the bias voltage is further increased ($V_{\text{bias}} > 1.5$ mV), the source lead is no longer in resonance with the electrochemical potential of the dot and the equilibrium fluctuations between the source and the dot are suppressed. In this regime, the measured charge fluctuations are due to a current flowing through the dot. Electrons enter the dot from the source lead and leave the dot
through the drain lead. The blocking mechanism is no longer effective and the transport process will predominantly take place through state $S_0$, since the tunnel coupling to the drain lead is stronger for this state ($\Gamma_{\text{left}}^0 \gg \Gamma_{\text{right}}^0$). The transport through the dot can essentially be described by a rate equation, with one rate for electrons entering and another rate for electrons leaving the dot. For such systems, it has been shown in Section 3.2 that the Coulomb blockade will lead to an increase in correlation between the tunneling electrons compared to a single-barrier structure, giving sub-Poissonian noise [36,40]. The effect is seen for $V_{\text{bias}} > 1.5$ mV in Fig. 25(b); both the second and third cumulants are reduced compared to the first cumulant.

The value of $T_1 = 8$ ms obtained from fitting the experimental data is of the same order of magnitude as previously reported values for the spin relaxation time $T_1$. We stress that the bunching of electrons and the super-Poissonian noise can only exist if the relaxation time is at least as long as the inverse tunneling time. This is demonstrated in Fig. 25(c), which shows the maximum value obtained for the ratio $C_3/C_1$ calculated for different $T_1$ while keeping the rest of the fitting parameters at the values given in the caption of Fig. 25.

3.7. Higher order moments and limitations of the detector

So far, we have presented measurements of the second and third cumulants or central moments. As mentioned in Section 3.1, the shot noise is a direct consequence of the discreteness of the charge carriers in the system. A measurement of the second moment (Fano factor) thus provides a way to determine the charge of those discrete carriers. The third moment of a tunneling current has been shown to be independent of the thermal noise [57,22], thus making it a potential tool for investigating electron–electron interactions even at elevated temperatures.

What about the higher order moments? In strongly interacting systems, they are predicted to depend strongly on both the conductance [58] and on the internal level structure [45] of the system. Determining higher order moments may therefore give a more complete characterization of the electron transport process. This can be of importance for realizing measurements of electron correlation and entanglement effects in quantum dots [46,47]. In quantum optics, higher order moments are routinely measured in order to study entanglement and coherence effects of the electromagnetic field [59].

In this section, we present measurements of the fourth and fifth cumulants of the distribution function for charge transport through a QD. As demonstrated in Section 3.2, we determine the cumulants by first generating the experimental probability density function $p_e(N)$. This is done by splitting a time trace of length $T$ into $T/T_0$ intervals and counting the number of electrons entering the dot within each interval. The higher cumulants describe more subtle features of the distribution function. To extend the methods of Section 3.2 to higher cumulants, it is therefore necessary to increase the measurement time to collect more statistics. This requires a stable sample without any fluctuating charge traps close to the QD.

In the experiment, we use a single QD with the same design as the one described in Sections 2 and 3.2. The coupling between the QD and the QPC was weaker in the sample used here, meaning that the bandwidth had to be reduced below 10 kHz. On the other hand, the stability of the structure allowed the measurement of time traces of length $T = 10$ min. In the experiment, the QPC was voltage biased with $V_{\text{QPC}} = 250$ µV. The current signal was sampled at 100 kHz, software filtered at 1 kHz using an eighth-order Butterworth filter and finally resampled at 20 kHz in real-time to keep the amount of data manageable.

The results are shown in Fig. 26, where we plot the normalized cumulants for different values of the asymmetry of the tunneling rates, $a = (\Gamma_{\text{in}} - \Gamma_{\text{out}})/(\Gamma_{\text{in}} + \Gamma_{\text{out}})$. The asymmetry is tuned by shifting the voltage on gate $G_1$ by an amount $\Delta V$ and at the same time applying a compensating voltage $-\Delta V$ on gate $G_2$. With the two gates having a similar lever arm on the dot, the electrochemical potential of the QD remains at the same level, but the height of the tunneling barriers between the dot and the source and drain leads will change. Doing so, we could tune the asymmetry from $a = -0.94$ to $a = +0.25$ while still keeping both tunneling rates within the measurement bandwidth and avoiding charge rearrangements. To get data for the full range of asymmetry, we did a second measurement at a different gate voltage configuration. For the second set of data, the asymmetry was tuned from $a = 0.07$ to $a = 0.93$. The stars and the circles in Fig. 26 represent data from the two different sets of measurements. The measurements were performed with a QD bias of $V_{\text{bias}} = 2.5$ mV, with the electrochemical potential of the dot far away from the Fermi levels of the source and drain leads. This is to ensure that tunneling due to thermal fluctuations is sufficiently suppressed.

The solid lines in Fig. 26 depict the theoretical predictions calculated from a two-state model [54]. The analytical expressions are given in the figure caption. The higher cumulants show a complex behavior as a function of the asymmetry, with local minima at $a = \pm 0.6$ for $C_4/C_1$ and at $a = \pm 0.8$ for $C_5/C_1$. The fifth cumulant even becomes negative for some configurations. The experimental data qualitatively agrees with the theory, but for small values of the asymmetry there are deviations from the expected behavior. The deviations are stronger for the first set of data (stars). Since the tunneling rates in the first measurement was about a factor of three higher than in the second measurement [see inset of Fig. 26(c)], we suspect the finite bandwidth of the detector to be a possible reason for the discrepancies.

In general, experimental measurements of FCS for electrons are difficult to achieve due to the need of a sensitive, high-bandwidth detector capable of resolving individual electrons [61, 62,21]. However, a more fundamental complication with the measurements is that most forms of the FCS theory assume the existence of (1) a detector with infinite bandwidth and
(2) infinitely long data traces. Since no physical detector or experiment can fulfill these requirements, every experimental realization of the FCS will measure a distribution which is influenced by the properties of the detector. In the following, we investigate how the violation of the two assumptions modifies the measured statistics.

Naaman et al. [17] pointed out that measurements of the transition rates of a Poisson two-state system using a finite bandwidth detector always leads to an underestimate of the rates. As a result, the measured probability distribution for the times needed for an electron to tunnel into or out of the QD no longer follow the expected exponential \( p_{\text{in/out}}(t) = \Gamma_{\text{in/out}} \exp(-\Gamma_{\text{in/out}} t) \). Due to the finite detection time, very fast tunneling events are less likely to be detected, giving a cut-off for short timescales in the measured distribution. Moreover, since the fast events are not detected, the measurement will overestimate the occurrence of slow events. The long time tail of the measured distribution will still decay exponentially, but the tunneling rate extracted from the distribution will be underestimated. To determine the rates correctly, the detection rate \( \Gamma_{\text{det}} \) of the detector must be taken into account [17].

An example of a probability distribution taken from measured data is shown in Fig. 27(a). The long time behavior is exponential, but for times \( t < 100 \mu s \) there is a sharp decrease in the number of counts registered by the detector. From the figure, we can estimate \( \tau_{\text{det}} = 1/\Gamma_{\text{det}} \), which is the average time it takes for the detector to register an event. We find \( \tau_{\text{det}} = 70 \mu s \), giving a detection rate of \( \Gamma_{\text{det}} = 1/\tau_{\text{det}} = 14 \text{ kHz} \). Note that the detection rate \( \Gamma_{\text{det}} \) does not only depend on the measurement bandwidth but also on the signal-to-noise ratio of the detector signal as well as the redundancy needed to minimize the risk of detecting false events [63]. The compensations for the tunneling rates are given as [17]

\[
\Gamma_{\text{in}} = \Gamma_{\text{in}}^* \frac{\Gamma_{\text{det}}}{\Gamma_{\text{det}} - \Gamma_{\text{in}}^* - \Gamma_{\text{out}}^*},
\]

\[
\Gamma_{\text{out}} = \Gamma_{\text{out}}^* \frac{\Gamma_{\text{det}}}{\Gamma_{\text{det}} - \Gamma_{\text{in}}^* - \Gamma_{\text{out}}^*}.
\]

Here, \( \Gamma_{\text{in/out}}^* \) are the true tunneling couplings and \( \Gamma_{\text{in/out}} = 1/(\tau_{\text{in/out}}) \) are rates extracted from the measurement. All tunneling rates presented in the following have been extracted using Eqs. (48)-(49) with \( \Gamma_{\text{det}} = 14 \text{ kHz} \).

The finite bandwidth will also influence the FCS measured by the detector. Following the ideas of Ref. [17], we account for the finite bandwidth by including the states of the detector into the two-state model of Section 3.3. Fig. 27(b) shows the four possible states of the combined dot-detector model. The state \((n + 1, n)\) refers to a situation where there are \(n + 1\) electrons on the dot, while the detector at the same time reads \(n\) electrons. The transition from the state \((n + 1, n)\) to the state \((n + 1, n + 1)\) occurs when the detector registers the electron. This process occurs with the rate of the detector, \( \Gamma_{\text{det}} \).

To calculate the FCS for the QD-detector system, we write the master equation \( \dot{\rho} = M \rho \), with \( P = \{(n, n), (n + 1, n), (n, n + 1), (n + 1, n + 1)\} \) and

\[
M_X = \begin{bmatrix}
-\Gamma_{\text{in}} & \Gamma_{\text{out}} & \Gamma_{\text{det}} & 0 \\
\Gamma_{\text{in}} & -(\Gamma_{\text{in}} + \Gamma_{\text{det}}) & 0 & 0 \\
0 & 0 & -\Gamma_{\text{det}} & \Gamma_{\text{out}} \\
0 & \Gamma_{\text{det}} & \Gamma_{\text{in}} & -\Gamma_{\text{out}}
\end{bmatrix}.
\]

In the above matrix, we have included the counting factor \( e^{i\chi} \) at the element where the detector registers an electron tunneling into the dot [see dashed circle in Fig. 27(b)]. The statistics obtained in this way relates directly to what is measured in the experiment. Using the methods of Ref. [54], we calculate the first few cumulants for the above expression as a function of relative bandwidth \( k = \Gamma_{\text{det}}/(\Gamma_{\text{in}} + \Gamma_{\text{out}}) \) and asymmetry \( a = (\Gamma_{\text{in}} - \Gamma_{\text{out}})/(\Gamma_{\text{in}} + \Gamma_{\text{out}}) \).

The normalized second and third cumulants take the form

\[
C_2/C_1 = \frac{1 + a^2}{2} - \frac{k(1 - a^2)}{2(1 + k)^2},
\]

\[
C_3/C_1 = \frac{1 + 3a^4 - 3k(1 + k + k^2)}{4} - \frac{6a^2k^2}{4(1 + k)^4} + \frac{3a^4k(1 + 3k + k^2)}{4(1 + k)^4}.
\]

In Fig. 28(a) we plot the second and third cumulants from Eqs. (51) and (52) for different values of asymmetry \( a \) and relative bandwidth \( k \). The cumulants have been normalized to the values for the infinite-bandwidth detector. Fig. 28(b) shows the corresponding results for the forth and fifth cumulants. With \( \Gamma_{\text{det}} \gg \Gamma_{\text{in}} + \Gamma_{\text{out}} \), the cumulants approach the infinite-bandwidth result, as expected. However, even with \( \Gamma_{\text{det}} = 10(\Gamma_{\text{in}} + \Gamma_{\text{out}}) \) and perfect symmetry \( (a = 0) \), the second cumulant deviates by almost 10% and the third cumulant by more than 20% from the perfect detector values. As the bandwidth is further decreased, the deviations grow stronger and reach a maximum as \( \Gamma_{\text{det}} = \Gamma_{\text{in}} + \Gamma_{\text{out}} \). With \( \Gamma_{\text{det}} \ll \Gamma_{\text{in}} + \Gamma_{\text{out}} \), the cumulants once again approach the perfect detector values. When the detector is much
slower than the underlying tunneling process, it will only sample the average population of the two states. In this limit, the dynamics of the system does not interfere with the dynamics of the detector and we recover the correct relative noise levels. It should be noted that this is true only for the noise relative to the detected mean current. Since the detector will miss most of the tunneling events, the absolute values of both the current and the noise will be underestimated.

Over the full range of bandwidth and asymmetry, we find that the noise detected with the finite-bandwidth system is always lower than that for the ideal detector case. The reduction that the cumulant generating function \(R_x\) will be underestimated. Since the detector will miss most of the tunneling events, the absolute values of both the current and the noise will be underestimated.

A second limitation of a general FCS measurement is the finite length of each time trace. In order to generate the experimental probability density function \(p_0(N)\), the total trace of length \(T\) must be split into \(m = T/t_0\) intervals, each of length \(t_0\). Most FCS theories only predict results for the case \(t_0 \gg 1/\Gamma\), where \(\Gamma\) is a typical transition rate of the system. In the experiment, it is favorable to make \(t_0\) as short as possible in order to increase the number of samples \(m = T/t_0\). This will improve the quality of the distribution and help to minimize statistical errors. However, if \(t_0\) is made too short, this will influence the extracted distribution. This is visualized in Fig. 29, where distribution functions for different \(t_0\) are extracted from the same set of experimental data.

The distributions give the same current \(I = e(N)/t_0\), but their properties are clearly different. In the extreme case of \(t_0 = 1/\Gamma\) (\(N \ll 1\)), the distribution approaches the Bernoulli distribution, for which only \(p_0(0)\) and \(p_0(1)\) are non-zero.

The condition \(t_0 \gg 1/\Gamma\) is imposed by the approximation that the cumulant-generating function (CGF) \(S(\chi)\) for \(p_0(N)\) only depends on the lowest eigenvalue \(\Lambda_{\text{min}}\) of the master equation matrix \(M_x\), with \(S(\chi) = -t_0\Lambda_{\text{min}}\). A FCS valid for finite \(t_0\) must include all the eigenvalues and eigenvectors of \(M_x\) [54].

**Fig. 28.** Higher cumulants versus relative detection bandwidth \(\Gamma_{\text{det}}/(\Gamma_{\text{in}} + \Gamma_{\text{out}})\), calculated from the model in Fig. 27(b). The cumulants are normalized with respect to the results for the infinite-bandwidth case. The influence of the finite bandwidth is maximal when the asymmetry \(a = (\Gamma_{\text{in}} - \Gamma_{\text{out}})/(\Gamma_{\text{in}} + \Gamma_{\text{out}})\) is zero. Adapted from Ref. [60].

**Fig. 29.** Current distribution functions, extracted for different values of \(t_0\). The underlying data is the same in all the three figures. For very short \(t_0\) [case (a)], the distribution clearly has different properties compared to case (c).

**Fig. 30.** Normalized cumulants evaluated for different lengths of the time interval \(t_0\). The symbols show the experimental data, extracted from a time trace of length \(T = 10\) min, containing 350595 events, with \(a = 0.053\), and \(\Gamma_{\text{in}} = 3062\) Hz. The solid lines are calculations from the CGF given by Eq. [53] in the text, while the dashed lines are the asymptotes for \(t_0 \to \infty\). The inset shows a magnification of the vertical axis (horizontal axis unchanged) for \(C_2/C_1\) and \(C_1/C_2\) for \(N > 0.6\). Adapted from Ref. [60].

The corresponding expression is

\[
\exp[S(\chi)] = \langle q_0 \mid p^{(n)} \rangle \exp(-t_0\Lambda_n) (q^{(n)} | p_0),
\]

where \(q^{(n)}\) and \(p^{(n)}\) are the left and right eigenvectors of the matrix \(M_x\); \(\Lambda_n\) are the eigenvalues of \(M_x\) and \(q_0\), \(p_0\) are the eigenvectors corresponding to the lowest eigenvalue \(\Lambda_{\text{min}}\). The cumulants generated from the CGF in Eq. (53) will in general be a function of \(t_0\).

To investigate how small \(t_0\) can be before systematic errors become relevant, we calculate the cumulants from the CGF of Eq. (53) with the master equation matrix \(M_x\) of Eq. (50). The results are shown in Fig. 30, where we plot the normalized cumulants as a function of the mean number of counts per interval, \(N = t_0/(\Gamma_{\text{in}} + \Gamma_{\text{out}})\). The symbols show cumulants extracted from measured data (\(T = 10\) min, \(a = 0.053\), \(\Gamma_{\text{in}} + \Gamma_{\text{out}} = 3062\) Hz and \(\Gamma_{\text{det}} = 14\) kHz), while the solid lines are results from the CGF for the same set of parameters. The dashed lines are the asymptotes for the limiting case \(t_0 \to \infty\).

In general, data and theory are in good agreement. There are some deviations in the fourth and fifth cumulants for large \(t_0\) (\(N > 6\) in Fig. 30), but these are statistical errors in the experiment due to the finite length of the total time trace. For short \(t_0\), all cumulants converge to \(C_0/C_1 \to 1\). This is because as \(N \ll 1\), the probability distribution \(p_0(N)\) will be non-zero only for \(N = 0\) and \(N = 1\), with \(p_0(0) = 1 - q, p_0(1) = q\) and \(q = \langle N \rangle\). This is the definition of a Bernoulli distribution, for which the normalized cumulants \(C_0/C_1 \to 1\) as \(q \to 0\) [64].

Focusing on the other regime, \(N > 1\), we see that cumulants of different orders converge to their asymptotic limits for different values of \(t_0\). The second cumulant needs a longer interval \(t_0\) to reach a specified tolerance compared to the higher cumulants. This is of interest for the experimental determination of higher cumulants. By choosing a shorter value of \(t_0\) when calculating higher cumulants, the amount of samples \(m = T/t_0\) can be
increased. For the data in Fig. 26, the cumulants were calculated with intervals τ₀ giving (N) = 15 for C₂, (N) = 6 for C₃, (N) = 3 for C₄ and (N) = 2 for C₅. The maximal deviations between the correct cumulants and the ones determined with a finite length τ₀ can be estimated by checking the convergence for all values of the asymmetry. For the data shown in Fig. 26, we find ΔC₂/C₁ = 0.007, ΔC₃/C₁ = 0.009, ΔC₄/C₁ = 0.01 and ΔC₅/C₁ = 0.03.

Coming back to the results of Fig. 26, we are now able to explain why the measured cumulants show lower values compared to the perfect-detector theory. The dashed lines in Fig. 26 are the cumulants calculated from the combined QD-detector model of Eq. (50), with Γ� = 14 kHz. The overall agreement is good, especially since no fitting parameters are involved. Higher cumulants end up to be slightly lower than what theory predicts. We speculate that the deviations could be due to low-frequency fluctuations of the tunneling rates over the time of measurement.

### 3.8. Measurement precision

In this section we investigate the precision possible to achieve with a current meter based on single-electron counting. For this purpose, we assume a QD in the high bias regime with a single state available for transport, i.e., the model defined by Eq. (33) in Section 3.3. As derived in Section 3.3, the current I and the shot noise are:

\[ I = e \frac{\Gamma_{in} \Gamma_{out}}{\Gamma_{in} + \Gamma_{out}}, \]

\[ S_I = 2e^2 \frac{\Gamma_{in} \Gamma_{out} (\Gamma_{in}^2 + \Gamma_{out}^2)}{(\Gamma_{in} + \Gamma_{out})^3}. \]  

When counting electrons passing through the QD, we use the tunneling electrons to probe the tunnel couplings Γ_{in}/Γ_{out}. Since tunneling is a statistical process, it involves a certain degree of randomness and we need to detect an ensemble of electrons in order to be able to form the average \( \Gamma_{in/out} = 1/(t_{in/out}) \). The statistical variations of the tunneling times imply that there is relation between the duration and the precision of the measurement. More precisely, assuming that the tunneling rates \( \Gamma_{in}/\Gamma_{out} \) in Eqs. (54)-(55) are constant, for how long is it necessary to measure in order to reach a certain precision in the current or the noise level? This is investigated in the following section. The theoretical findings are then compared with experimental results.

### 3.9. Theoretical precision

In the single-level regime, the process of an electron tunneling into or out of the dot is described by the rate equation

\[ \dot{p}_{in/out}(t) = -\Gamma_{in/out} \times p_{in/out}(t). \]  

Here, \( p_{in/out}(t) \) is the probability density for an electron to tunnel into or out of the dot at a time \( t \) after a complementary event. Since the expressions for electrons entering and leaving the dot are the same, we drop the subscripts (in/out) and use the notations \( p(t) \) and \( \Gamma \) to describe either one of the two processes. Solving the differential equation and normalizing the resulting distribution gives

\[ p(t) \, dt = e^{-\Gamma t} \, dt. \]  

In the experiment, we measure a time trace containing a sequence of tunneling times \( t_k, \ k = 1, 2, 3, \ldots \). To estimate \( \Gamma \) and its relative accuracy from such a sequence, we need to calculate the probability distribution for extracting a certain value \( \Gamma \), given a fixed sequence of tunneling times. We start by dividing the time axis into bins of width \( \Delta \tau \) and number them with \( i = 0, 1, 2, \ldots \). A tunneling event \( t_k \) will be counted in bin \( i \) if \( i \Delta \tau \leq t_k < (i+1) \Delta \tau \). Using Eq. (57) and assuming \( \Delta \tau \ll 1/\Gamma \), we find that the probability to get a count in bin \( i \) for a given value of \( \Gamma \) is equal to

\[ p(i|\Gamma) = \Gamma \Delta \tau e^{-\Gamma \Delta \tau i}. \]  

A certain sequence \( \{i_n\} \) is realized with probability

\[ p(\{i_n\}|\Gamma) = \prod_{n=1}^{N} \Gamma \Delta \tau e^{-\Gamma \Delta \tau i_n} = (\Gamma \Delta \tau)^N e^{-\Gamma \Delta \tau \sum_{i=1}^{N} i_n} = (\Gamma \Delta \tau)^N e^{-\Gamma \Delta \tau N(n)}. \]  

Here, \( n_i \) is the number of times an event falls into bin \( i, \sum_{i=0}^{\infty} n_i = N \) is the total number of events in the trace and \( i = \frac{1}{N} \sum_{i=0}^{\infty} n_i \) is the average of \( i \). A certain set of bin occupations \( \{n_i\} \) can be achieved with many different \( \{i_n\} \)-series, namely \( N! \prod_{i=0}^{\infty} n_i! \). Assuming that they all occur with the same probability \( p(\{i_n\}|\Gamma) \), we find

\[ p(\{n_i\}|\Gamma) = \frac{N!}{\prod_{i=0}^{\infty} n_i!} (\Gamma \Delta \tau)^N e^{-\Gamma \Delta \tau N(n)}. \]  

This is our sampling distribution. For an estimate of \( \Gamma \) we use Bayes theorem

\[ p(\Gamma|\{n_i\}) = \frac{p(\{n_i\}|\Gamma) p(\Gamma)}{p(\{n_i\})}. \]  

Because we have no information on the prior probabilities \( p(\Gamma) \) and \( p(\{n_i\}) \), the principle of indifference requires them to be constants, giving

\[ p(\Gamma|\{n_i\}) = C (\Gamma \Delta \tau)^N e^{-\Gamma \Delta \tau N(n)}, \]  

where \( C \) is constant. Normalization \( \int_{0}^{\infty} p(\Gamma|\{n_i\}) \, d\Gamma = 1 \) leads to

\[ p(\Gamma|\{n_i\}) = \frac{N^N (\Gamma \Delta \tau)^{N+1} \Gamma \Delta \tau N(n)}{N!} = \frac{N^N (\Delta \tau \Gamma)^N e^{-\Delta \tau N(n)}}{N!} \]  

The most likely value of \( \Gamma \) is therefore \( \Gamma^* = 1/(\Delta \tau) \). The relative accuracy of this estimate is given by the width of the distribution. Setting \( x = \Gamma \Delta \tau \) and evaluating the width at half maximum gives

\[ x^N e^{-xN} = \frac{1}{2} \]  

\[ \Rightarrow \ln(x) = x - 1 - \frac{1}{N} \ln(2). \]  

For large \( N \) we can expand \( \ln(x) \) in a Taylor series around \( x = 1 \). Keeping only the first two terms, it follows

\[ \frac{1}{2} (x - 1)^2 = \frac{1}{N} \ln(2) \]  

\[ \Rightarrow x = 1 \pm \frac{\sqrt{2 \ln(2) / N}}{N}. \]  

Thus the relative accuracy is

\[ \Delta \Gamma / \Gamma = \sqrt{2 \ln(2) / N}. \]  

### 3.10. Experimental precision

In order to compare the results of Eq. (66) with the measurement, we take a data set \( \{t_{i}^{m}, t_{i}^{m+1}\} \) containing 120,000 events, extracted from a trace such as the one shown in Fig. 9(c). The tunneling rates are \( \Gamma_{in} = 1/(t_{in}) = 594 \) Hz and \( \Gamma_{out} = 1/(t_{out}) = 494 \) Hz. In the following, we choose to investigate the precision of
graphs correspond to different lengths of the data set. The different distributions in the amount of experimental evidence available. V the less likely it characterized by the tunnel coupling. For the data set with \( N = 100,000 \) discussed in the previous section, we find

\[
I = (292.87 \pm 0.64) \text{ e/s} = (46.917 \pm 0.10) \text{ aA.}
\]

The shot noise of the current is equal to

\[
S_I = (7.5772 \pm 0.017) \times 10^{-30} \text{ A}^2/\text{Hz}. \]

Conventional measurement techniques are usually limited by the current noise of the amplifiers (typically \( 10^{-29} \text{ A}^2/\text{Hz} \)) \cite{Gustavsson2009, Gustavsson2010, Gustavsson2011}: here we demonstrate a measurement of the noise power with a sensitivity better than \( 10^{-30} \text{ A}^2/\text{Hz} \). The limits in precision investigated here are not due to a measurement apparatus but appear because of the discreteness of charge; the precision of the shot noise measurement is limited by the shot noise itself. In the experiment more uncertainty occurs if \( \Gamma \) the correction for the finite bandwidth in Eq. (48) is incorrect or \( \tau \) because of the detection of false events due to an insufficient signal-to-noise ratio in the measurement of the QPC conductance (see Section 1.3).

4. Double quantum dots

The double quantum dot is the mesoscopic analogue of a diatomic molecule. In weakly coupled dots, the electrons are well localized within the individual dots, their wavefunctions are spatially separated and electron transport is described by sequential tunneling between discrete single-dot states. With increased interdot coupling, the single-dot wavefunctions hybridize and form molecular states extending over both dots. The ability to tune both the interdot coupling and the energy levels of the individual QDs make the double quantum dot an interesting model system for studying interactions in coupled quantum systems. In this section we show how to use time-resolved charge detection techniques to probe various properties of double quantum dots.

The measurements presented in this section were performed on the sample shown in Fig. 33(a). The structure is fabricated with local oxidation techniques and consists of two QDs (marked by 1 and 2 in the figure) connected by two separate tunnel barriers. For the results presented here only the upper tunnel barrier was kept open; the lower was pinched off by applying appropriate voltages to the surrounding gates. For the purpose of this section, the system may be described as a standard serial double quantum dot (DQD); the ring-shaped properties of the sample are investigated and utilized in Section 6.

The DQD is coupled to source and drain leads via tunnel barriers. Several in-plane gates [marked by T, B, L and R in Fig. 33(a)] are used to tune the various tunnel couplings. Two quantum point contacts are located in the upper-left and lower-right parts of Fig. 33(a). In the measurement, it was only possible to operate the upper-left QPC as a charge detector; the one in the lower-right corner was always pinched off. The conductance of the upper-left QPC was measured by applying a bias voltage of 200–400 µV and monitoring the current \( I_{QPC} \) in the figure. The QPCs were also used as in-plane gates to control the electron population in the DQD. This was achieved by applying fixed voltages \( V_{C1}, V_{C2} \) to both sides of the QPCs in addition to the bias voltage.

In Fig. 33(b) we sketch the energy levels in the system. The QD states are coupled to source and drain leads with tunneling rates \( \Gamma_s \) and \( \Gamma_d \), while the interdot coupling is described by a...
coupling energy $\epsilon_c$. The electrochemical potentials of the two QDs are denoted by $\mu_1$ and $\mu_2$, measured relative to the Fermi levels of the source and drain leads. The next unoccupied QD states are separated by the charging energies $\Gamma_{E_1}$ and $\Gamma_{E_2}$.

To reach a well-defined DQD configuration we apply negative gate voltages in order to close the constrictions between QD1 and QD2. The gate voltages also influence the tunneling coupling to source and drain; as a consequence the DQD current $I_{\text{DQD}}$ drops below the measurable limit and we need to operate the charge detector to measure charge transitions in the QDs. Fig. 34 shows the numerical derivative of the QPC current with respect to the gate voltage $V_{\text{G2}}$. A compensation voltage was applied to the QPC gate [upper-leftmost part of Fig. 33(a)] to keep the QPC conductance relatively constant within the gate voltage of interest. This gives the uniform light-blush background of Fig. 34. On top of that there is a clear hexagon pattern emerging, with all features expected from a DQD [65].

The numbers in brackets denote the electron population of the two QDs. The charge transitions occurring at the borders between different regions of fixed charge give rise to different changes of $dI_{\text{QPC}}/dV_{\text{G2}}$. To understand these features we first note that the QPC is asymmetrically positioned with respect to the DQD, with QD1 being much closer than QD2. Charge fluctuations in QD1 are therefore expected to give a stronger influence on the QPC conductance than fluctuations in QD2. Now, starting within the hexagon marked by $(n, m)$ and increasing $V_{\text{G2}}$ will lower the DQD potentials $\mu_1$ and $\mu_2$ and eventually allow an additional electron to enter the DQD. As the transition takes place, the QPC conductance decreases, giving a sharp peak with negative $dI_{\text{QPC}}/dV_{\text{G2}}$ in Fig. 34. Depending on the energy level configuration of the two QDs, the electron may enter into either QD1 or QD2. The dip in $dI_{\text{QPC}}/dV_{\text{G2}}$ is stronger for the transition $(n, m) \rightarrow (n+1, m)$ than for $(n, m) \rightarrow (n, m+1)$, reflecting the stronger coupling between the QPC and QD1.

Since the gate G2 is located closer to QD2 the gate voltage $V_{\text{G2}}$ has a larger influence on $\mu_2$ than on $\mu_1$. Increasing $V_{\text{G2}}$ may thus lead to a situation where $\mu_2 + E_{\text{C2}}$ is shifted below $\mu_1$. At the transition an electron will tunnel from QD1 over to QD2. The process takes an electron further away from the QPC, leading to an increase in QPC conductance and a positive peak in $dI_{\text{QPC}}/dV_{\text{G2}}$. The effect is clearly seen at the transition $(n+1, m) \rightarrow (n, m+1)$ in Fig. 34.

An interesting feature of Fig. 34 is that the blue lines corresponding to interdot transitions grow broader and fainter at higher gate voltages. This is a consequence of increased interdot coupling $\epsilon_c$; if the coupling is strong enough the interdot transition is smeared out over the gate voltage region where the electron is delocalized over both QDs. Measuring the width of these transitions thus provides a convenient way to determine the tunnel coupling between the two QDs that works even if the electron tunneling occurs on timescales much faster than the detector bandwidth. The method is investigated in more detail in Section 4.2.

### 4.1. Time-resolved detection

The electron population of the DQD is monitored by operating the QPC in the lower-right corner of Fig. 33(a) as a charge detector [4]. By tuning the tunneling rates of the DQD below the detector bandwidth, charge transitions can be detected in real-time [7,62]. In the experiment, the tunneling rates $\Gamma_3$ and $\Gamma_1$ to source and drain leads are kept around 1 kHz, while the interdot coupling $t$ is set much larger ($t \sim 20 \mu$eV $\sim 5$ GHz). Interdot transitions thus occur on timescales much faster than is possible to register with the detector ($t_{\text{det}} \sim 50 \mu$s) [17], but the coupling energy may still be determined from charge localization measurements [18]. The conductance of the QPC was measured by applying a bias voltage of 200–400 $\mu$V monitoring the current $I_{\text{QPC}}$ in Fig. 33(a)]. We ensured that the QPC bias voltage was kept low enough to avoid charge transitions driven by current fluctuations in the QPC [12]. The sample is realized without metallic gates so that the coupling between dots and QPC detectors is not screened by metallic structures.

Fig. 35(a) shows a charge stability diagram for the DQD, measured by counting electrons tunneling into and out of the DQD. The data was taken with a bias voltage of 600 $\mu$V applied across the DQD, giving rise to finite bias triangles of sequential transport [65]. The diagrams in Fig. 35(b) show the schematics of the DQD energy levels for different positions in the charge stability diagram. Depending on energy level alignment, different kinds of electron tunneling are possible.

At the position marked by $l$ in Fig. 35(a), the electrochemical potential $\mu_1$ of QD1 is aligned with the Fermi level of the source lead. The tunneling is due to equilibrium fluctuations between source and QD1. A measurement of the count rate as a function of $\mu_1$ provides a way to determine both the tunneling rate $\Gamma_3$ and the electron temperature in the source lead [20]. The situation is reversed at point II in Fig. 35(a). Here, electron tunneling occurs between QD2 and the drain, thus giving an independent measurement of $\Gamma_1$ and the electron temperature of the drain lead. At point III within the triangle of Fig. 35(a), the levels of both QD1 and QD2 are within the bias window and the tunneling is due to sequential transport of electrons from the source lead into QD1, over to QD2 and finally out to the drain. The electron flow is unidirectional and the count rate relates directly to the current flowing through the system [22]. Between the triangles, there are
The geometry of the device reflects the stronger coupling between the \( r \) and \( \bar{r} \) due to \( r - \bar{r} \) is larger for charge fluctuations in \( \bar{r} \) than in \( r \). This corresponds to fluctuations of charge in \( \bar{r} \), giving the low energy level diagrams of tunneling in \( \bar{r} \) while the regions with low but non-zero count rates in \( r \) are shown in Fig. 37(a) and Fig. 37(b). The energy levels of the two-level system, calculated from Eq. (71) with \( t = 1 \). The dashed lines show the energy levels for isolated QDs \( (\Gamma = 0) \).

For the upper triangle, the QD holds an additional electron and the current is carried by a hole cycle. Starting with both QDs occupied \([n + 1, m + 1]\), an electron in QD2 may leave to the drain \([n + 1, m + 1] \rightarrow (n + 1, m)]\), followed by a fast interdot transition from QD1 to QD2 \([n, m + 1] \rightarrow (m + 1, n)]\). Finally, an electron can tunnel into QD1 from the source lead \([n, m + 1] \rightarrow (n, m + 1)]\). In the hole cycle, the detector is not able to resolve the time the system stays in the \((n + 1, m)\) state; the measurement will only register transitions between \((n + 1, m)\) and \((n, m + 1)\). This corresponds to fluctuations of charge in QD1, giving the low value of \( \Delta I_{QPC} \) in Fig. 36(b). Finally, we note that at the transition between regions of low and high \( \Delta I_{QPC} \) the electron wavefunction delocalizes on both QDs. This provides a method for determining the interdot coupling energy \( \Gamma_{c} \), which is the subject of the next section.

### 4.2. Determining the coupling energy

In the previous section we have shown that interdot transitions occur much faster than the detector bandwidth, but so far we did not try to quantify the tunnel coupling. As already mentioned, the coupling can be determined by looking at the delocalization of charge as a function of energy separation of the QD states [18]. To simplify the problem, we consider the QD as a tunnel coupled two-level system containing one electron, isolated from the environment [see Fig. 37(a)]. We introduce the basis states \([\Psi_{1}, \Psi_{2}]\) describing the electron residing on the left or the right QD, respectively. The two states are tunnel coupled with coupling \( t \) and separated in energy by the detuning \( \delta = \mu_{1} - \mu_{2} \). The Hamiltonian of the system is

\[
H = \begin{bmatrix}
\Delta/2 & t \\
\Gamma & \Delta/2
\end{bmatrix}.
\]  

(70)

The eigenvectors of the Hamiltonian in Eq. (70) form the bonding \( \Psi_{b} \) and antibonding states \( \Psi_{a} \) of the system. The eigenvalues give the energies \( E_{b}, E_{a} \) of the two states, with

\[
E_{b} = -\frac{1}{2} \sqrt{4t^2 + \delta^2}, \quad E_{a} = \frac{1}{2} \sqrt{4t^2 + \delta^2}.
\]  

(71)
The energies are plotted in Fig. 37(b); at zero detuning, the states anticross due to the coupling energy. For a finite temperature $T$, the system will be in a statistical mixture of the bonding and antibonding states. The occupation probabilities $p_b$ and $p_a$ of the two states are determined by detailed balance:

$$
\rho_b = 1 - \frac{1}{1 + e^{\frac{\delta_b - \delta_a}{kT}}} = 1 - \frac{1}{1 + e^{\frac{\sqrt{4\delta_e^2 + \delta_b^2} - \delta_a}{kT}}},
$$

$$
\rho_A = \frac{1}{1 + e^{\frac{\delta_b - \delta_a}{kT}}} = \frac{1}{1 + e^{\frac{\sqrt{4\delta_e^2 + \delta_b^2} - \delta_a}{kT}}}.
$$

(72)

In the measurement, we use the change of the QPC current ($\Delta I_{QPC}$) when one electron enters the QD to determine the amount of charge localized in the individual QDs. To evaluate this quantity from Eqs. (70)–(72), we take the thermal population of the bonding and antibonding states and project them onto the states $\Psi_1$ and $\Psi_2$:

$$
p_1 = (\rho_b \Psi_b + \rho_A \Psi_A) \cdot \Psi_1
$$

$$
= \frac{1}{2} \left( 1 - \frac{\delta_a - \delta_b}{\sqrt{4\delta_e^2 + \delta_b^2}} \right),
$$

$$
p_2 = (\rho_b \Psi_b + \rho_A \Psi_A) \cdot \Psi_2
$$

$$
= \frac{1}{2} \left( 1 + \frac{\delta_a - \delta_b}{\sqrt{4\delta_e^2 + \delta_b^2}} \right).
$$

(73)

Next, we compare the results of Eq. (73) with experimental data. Fig. 38 shows the measured electron population on QD2 versus detuning, extracted from the change in QPC current $\Delta I_{QPC}$. The signal has been normalized to the levels measured for complete localization in QD1 and QD2. The different data sets are taken for different gate voltages, demonstrating the possibility to tune the tunnel coupling. The dashed lines are fits to Eq. (73), showing good agreement with the data. It should be noted that this method for determining the tunneling coupling can only be used as long as the coupling is larger than the thermal broadening. For a temperature of $T = 100$ mK, the limit corresponds to $t \gtrsim 10$ $\mu$eV.

4.3. Cotunneling

We now focus on the regions of weak tunneling occurring in regions outside the boundaries expected from sequential transport. In case IV, the electrochemical potential of QD1 is within the bias window, but the potential of QD2 is shifted below the Fermi level of the source and not available for transport. We attribute the non-zero count rate for this configuration to be due to electrons 'cotunneling' from QD1 to the drain lead. The time–energy uncertainty principle still allows electrons to tunnel from QD1 to drain by means of a higher order process. In case V, the situation is analogous but the roles of the two QDs are reversed; electrons cotunnel from the source into QD2 and leave sequentially to the drain lead.

To investigate the phenomenon more carefully, we measure the rates for electrons tunneling into and out of the QD in a configuration similar to the configuration along the dashed line in Fig. 35(a). The line corresponds to keeping the electrochemical potential of QD2 fixed within the bias window and sweeping $\mu_1$. The data is presented in Fig. 39. In the region marked by A in Fig. 39, electrons tunnel sequentially from source into QD1, relax from QD1 down to QD2 and finally tunnel out from QD2 to the drain lead. Proceeding from region A to region B, the electrochemical potential $\mu_1$ is lowered so that an electron eventually gets trapped in QD1. At point B, the electrons lack an energy $\delta_a = \mu_2 - \mu_1$ to leave to QD2. Still, electron tunneling is possible by means of a virtual process [67]. Due to the energy–time uncertainty principle, there is a time window of length $\sim \hbar/\delta_a$ within which tunneling from QD1 to QD2 followed by tunneling from the source into QD1 is possible without violating energy conservation. An analogous process is possible involving the next unoccupied state of QD1, occurring on timescales $\sim \hbar/\delta_a$, where $\delta_a = E_{C1} - \delta_b$ and $E_{C1}$ is the charging energy of QD1. The two processes correspond to electron cotunneling from the source lead to QD2. Continuing from point B to point C, the unoccupied state of QD2 is shifted into the bias window and electron transport is again sequential.

In the sequential regime (regions A and C), we fit the rate for electrons entering the QD to a model involving only sequential tunneling [dotted lines in Fig. 39(a)] [19]. The fit allows us to determine the tunnel couplings between source and the occupied ($\Gamma_{S3}$) and unoccupied ($\Gamma_{S3u}$) states of QD2, giving $\Gamma_{S3} = 7.5$ kHz, $\Gamma_{S3u} = 3.3$ kHz and $T = 100$ mK. Going towards region B, the rates due to sequential tunneling are expected to drop exponentially as the
energy difference between the levels in QD1 and QD2 is increased. In the measurement, the rate \( \Gamma_{in} \) initially decreases with detuning, but the decrease is slower than exponential and flattens out as the detuning gets larger. This is in strong disagreement with the behavior expected for sequential tunneling. Instead, in a region around point B we attribute the measured rate \( \Gamma_{in} \) to be due to electrons cotunneling from source to QD2.

The rate for cotunneling from source to QD2 is given as [68]:

\[
\Gamma_{cot} = \frac{t_a^2}{\delta_a^2} + \frac{t_b^2}{\delta_b^2} + \cos \phi \sqrt{\Gamma_{2a} \Gamma_{2b} \frac{t_a t_b}{\delta_a \delta_b}}.  
\] (74)

Here, \( t_a, t_b \) are the tunnel couplings between the occupied/ unoccupied states in QD1 and the state in QD2. The first term describes cotunneling involving the occupied state of QD1, the second term describes the cotunneling over the unoccupied state and the third term accounts for possible interference between the two. The phase \( \phi \) defines the phase difference between the two processes. To determine \( \phi \) one needs to be able to tune the phases experimentally, which is not possible from the measurement shown in Fig. 39(a). In the following we therefore assume the two processes to be independent (\( \phi = \pi/2 \)). Interference effects between cotunneling processes have been studied in detail in Ref. [69].

The dashed line in Fig. 39(a) shows the results of Eq. (74), with fitting parameters \( t_a = 15 \mu \text{eV} \) and \( t_b = 33 \mu \text{eV} \). These values are in good agreement with values obtained from charge localization measurements. The values for \( \Gamma_{2a} \) and \( \Gamma_{2b} \) are taken from measurements in the sequential regimes. We emphasize that Eq. (74) is valid only if \( \delta_a, \delta_b \gg t_a, t_b \) and if sequential transport is sufficiently suppressed. The data points used in the fitting procedure are marked by filled squares in the figure. It should be noted that the sequential tunneling in region C prevents investigation of the cotunneling rate at small \( \delta_b \). This can easily be overcome by inverting the DQD bias. The rate for electrons tunneling out of the DQD \( [\Gamma_{out} \text{ in Fig. 39(a)}] \) shows only slight variations over the region of interest. This is expected since \( \mu_2 \) stays constant over the sweep. The slight decay of \( \Gamma_{out} \) with increased detuning comes from tunneling of the tunnel barrier between QD2 and the drain [28].

The cotunneling may be modified by the existence of a nearby QPC. If the QPC were able to detect the presence electron during cotunneling we would expect this to influence the cotunneling process. For the measurements in Fig. 39(a) the QPC current was kept below 10 nA. This gives an average time delay between two electrons passing the QPC of \( eV_{QPC} \sim 16 \text{ps} \). Since this is larger than the typical cotunneling time, it is unlikely that the electrons in the QPC are capable of detecting the cotunneling process. The influence of the QPC may become important for larger QPC currents. However, when the QPC bias voltage is larger than the detuning \( eV_{QPC} > \delta \), the fluctuations in the QPC current may start to drive inelastic charge transitions between the QDs [12,69]. Such transitions will compete with the cotunneling. For this reason it was not possible to extract what effect the presence of the QPC may have on the cotunneling process.

4.4. Molecular states

The overall good agreement between Eq. (74) and the measured data demonstrates that time-resolved charge detection techniques provide a direct way of quantitatively using the time–energy uncertainty principle. However, a difficulty arises as \( \delta \rightarrow 0 \); the cotunneling rate in Eq. (74) diverges, as visualized for the dashed line in Fig. 39(a). The problem with Eq. (74) is that it only takes second-order tunneling processes into account. For small detuning \( \delta \) the cotunneling described in Eq. (74) must be extended to include higher order processes [70].

\[
\Gamma_{in} = \Gamma_3 (1 - p_1) = \Gamma_3 (1 - (p_b \Psi_b + p_H \Psi_H : \Psi_1))
\]

\[
= \Gamma_3 \left( \frac{1}{2} \left[ 1 - \frac{\delta \tanh \left( \frac{\sqrt{4t^2 + \delta^2}}{2kT} \right)}{\sqrt{4t^2 + \delta^2}} \right] \right).  
\] (75)

For large detuning, the bonding and antibonding states are well localized in QD1 and QD2, respectively. Here, we should recover the results for the cotunneling rate obtained for the second-order process [Eq. (74)]. First, we assume low temperature \( k_b T \ll \delta \), so that the electron only populates the bonding ground state \( (p_b = 1 \text{ and } p_H = 0) \):

\[
\Gamma_{in} = \Gamma_3 \left( \frac{1}{2} \left( 1 + \frac{\delta}{\sqrt{4t^2 + \delta^2}} \right) \right).  
\] (76)

In the limit \( \delta \gg t \) the relation reduces to \( \Gamma_{in} \sim \Gamma_3 t^2/\delta^2 \) and the rate approaches the result of the second-order cotunneling processes in Eq. (74). The advantage of the molecular-state model is that it is valid for any detuning, both in the sequential and in the cotunneling regime.

The solid line in Fig. 39(a) shows the results of Eq. (75). The equation has been evaluated twice, once for the occupied \((n, m)\) and once for the unoccupied state in QD2 \((n, m + 1)\); the curve in Fig. 39(a) is the sum of the two rates. The same parameters were...
used as for the cotunneling fit of Eq. (74). The model shows very good agreement with data over the full range of the measurement. To compare the results of the molecular-state and the cotunneling model in the regime of small detuning, we plot the data in Fig. 39(a) on a log–log scale [Fig. 40(b)]. For large detuning, the tunneling rate follows the $1/e^2$ predicted by both the molecular-state and the cotunneling model. For small detuning, the deviations become apparent as the cotunneling model diverges whereas the molecular-state model still reproduces the data well.

4.5. Excited states

So far, we have only considered cotunneling involving the ground states of the two QDs. The situation is more complex if we include excited states in the model: the measured rate may come from a combination of cotunneling processes involving different QD states. To investigate the influence of excited states experimentally, we start by extracting the DQD excitation spectrum using finite bias spectroscopy [65]. If the coupling between the QDs is weak ($t_c \ll \Delta E_1, \Delta E_2$, with $\Delta E_{1,2}$ being the mean level spacing in each QD), the DQD spectrum essentially consists of the combined excitation spectrum of the individual QDs. For a more strongly coupled DQD the QD states residing in different dots will hybridize and delocalize over both QDs. In this section we consider a relatively weakly coupled configuration ($t \sim 25 \mu$eV) and assume the excited states to be predominantly located within the individual QDs.

Fig. 41 shows a magnification of two triangles from Fig. 35(a), measured with both negative and positive bias applied across the DQD. Excited states are visible within the triangles, especially for the case of positive bias [marked with arrows in Fig. 41(a)]. Transitions between excited states occur along parallel lines at which the potential of QD1 is held constant; this indicates that the excited states are located in QD1. To investigate the states more carefully, we measure the separate tunneling rates $\Gamma_{in}$ and $\Gamma_{out}$ along the dashed lines in Fig. 41. The results are presented in Fig. 42, together with a few sketches depicting the energy level configuration of the system.

We begin with the results for the positive bias case, which are plotted in Fig. 42(a). Going along the dashed line in Fig. 41(a) corresponds to keeping the detuning $\delta$ between the QDs fixed and shifting the total DQD energy. The measurements were performed with a small detuning ($\delta \approx 100 \mu$eV) to ensure that electron transport is unidirectional. Because of this, the outermost parts of the traces in Fig. 42(a) correspond to regions where transport is due to cotunneling [compare the dashed line with the position of the triangle in Fig. 41(a)]; the regions where transport is sequential are shaded gray in Fig. 42(a).

Starting in the regime marked by an arrow in Fig. 42(a), there is a sharp increase in the rate for tunneling into the DQD. We attribute this to the existence of an excited state in QD1; as shown in case II in Fig. 42(c), the electron tunneling from source into QD1 may enter either into the ground $(n+1, m)$ or the excited state $(n+1^*, m)$, giving an increase in $\Gamma_{in}$. On further lowering the DQD energy another excited state comes into the bias window and $\Gamma_{in}$ increases even more [second arrow in Fig. 42(a)]. The rate for tunneling out of the DQD shows only minor variations within the region of interest. This supports the assumption that the excited states quickly relax and that the electron tunnels out of the DQD from the ground state of QD2.

Finally, continuing to the edge of the shaded region ($V_{G1} \sim -9.55$ mV), the potential of QD2 goes below the Fermi level of the drain. Here, electrons get trapped in QD2 and the tunneling-out rate drops drastically. At the same time, $\Gamma_{in}$ increases; when the electron in QD2 eventually tunnels out, the DQD may be refilled from either the source or the drain lead. The picture described above is repeated in the triangle with hole transport ($-9.25$ mV $< V_{G2} < -8.9$ mV). This is expected, since the hole transport cycle involves the same QD states as in the electron case. An interesting feature is that $\Gamma_{in}$ shows essentially the same values in both the electron and the hole cycle, while $\Gamma_{out}$ increases by a factor of three. The presence of the additional electron in QD1 apparently affects the tunnel barrier between drain and QD2 more than an additional electron in QD2 affects the barrier between QD1 and source.

Next, we move over to the case of negative bias [Fig. 42(b)]. Here, the roles of QD1 and QD2 are inverted, meaning that electrons enter the DQD into QD2 and leave from QD1. Following the data and the arguments presented for the case of positive bias, one would expect this configuration to be suitable for detecting excited states in QD2. However, looking at the tunneling rates within the sequential region of Fig. 42(b), the rate for entering QD2 ($\Gamma_{in}$) stays fairly constant, while the rate for tunneling out decreases at the point marked by the arrow. Again, we attribute the behavior to the existence of an excited state in QD1.
The situation is described in sketch III of Fig. 42(c). The electrochemical potential of QD1 is high enough to allow the electron in the $(n+1, m)$ state to tunnel out to the source and leave the DQD in an excited state $(n', m)$. Since the energy difference $E[(n', m)] - E[(n+1, m)]$ is smaller than $E[(n, m)] - E[(n+1, m)]$, the transition involving the excited state appears below the ground state transition. As the overall DQD potential is lowered, the transition energy involving the excited state goes below the Fermi level of the drain, resulting in a drop of $I_{\text{out}}$ as only the ground state transition is left available. Similar to the single QD case [20], the tunneling-in rate samples the excitation spectrum for the $(n+1, m)$-configuration, while the tunneling-out rate reflects the excitation spectrum of the $(n, m)$-DQD.

To conclude the results of Fig. 42, we find two excited states in QD1 in the $(n+1, m)$-configuration with $\Delta E_1^\text{in} = 180 \ \mu\text{eV}$ and $\Delta E_1^\text{out} = 340 \ \mu\text{eV}$, and one excited state in QD1 in the $(n, m)$-configuration, with $\Delta E_1 = 220 \ \mu\text{eV}$. No clear excited state is visible in QD2. This does not necessarily mean that such states do not exist; if they are weakly coupled to the lead they will only have a minor influence on the measured tunneling rates. Excited states in both QDs have been measured in other configurations; there, we find similar spectra of excited states for both QDs.

### 4.6. Inelastic cotunneling

Next, we investigate the cotunneling process in the presence of excited states. Looking carefully at the lower-right regions of the negative bias triangles in Fig. 41(b), we see that the count rates in the cotunneling regions outside the triangles are not constant along lines of fixed detuning (corresponds to going in a direction parallel to the dashed line). Instead, the cotunneling regions seem to split into three parallel bands.

In Fig. 43(a), we plot the tunneling rates $I_{\text{in}}$ and $I_{\text{out}}$ for electrons entering and leaving the DQD, extracted from the same set of data as used in Fig. 41(b). The thick solid lines mark the edges of the finite bias triangles. Again, the cotunneling rates outside the triangles are not uniform; parallel bands appear in $I_{\text{in}}$ for the position marked by I and in $I_{\text{out}}$ for the position marked by II in the figures.

To understand the data we draw energy level diagrams for the two configurations [see Fig. 43(b)]. Focusing first on case I, we see that the electrochemical potential of QD1 is within the bias window, whereas QD2 is detuned and in Coulomb blockade. The cotunneling occurs via QD2 states; electrons cotunnel from drain into QD1, followed by sequential tunneling from QD1 to the source lead. The picture is in agreement with what is measured in Fig. 43(a); the cotunneling rate $(I_{\text{in}})$ is low and strongly depends on detuning $\delta$, while the sequential rate $I_{\text{out}}$ is high and essentially independent of detuning. The three bands seen in $I_{\text{in}}$ occur because of the excited states in QD1; depending on the average DQD energy, electrons may cotunnel from the drain into one of the excited states, relax to the ground state and then leave to the source lead. The state of QD2 remains unaffected by the cotunneling process. For this configuration, we speak of elastic cotunneling.

The situation is different in case II. Here, cotunneling occurs in QD1 as electrons tunnel directly from QD2 into the source lead. This means that $I_{\text{in}}$ is sequential while $I_{\text{out}}$ describes the cotunneling process. As in case I, the cotunneling rate $I_{\text{out}}$ splits up into three bands; we attribute this to cotunneling where the state of QD1 is changed during the process. QD1 ends up in one of its excited states. The energy of the electron arriving in the source lead is correspondingly decreased compared to the electrochemical potential of QD2. Here, the cotunneling is inelastic.

The inelastic cotunneling is described in greater detail in Fig. 44. In Fig. 44(a) we plot the count rate for positive and negative DQD bias, measured along the dashed line at the right edge of Fig. 43(a). Figure 44(b) shows energy level diagrams for negative bias at two positions along this line. The bias voltage is applied symmetrically to the DQD, meaning that the Fermi levels in the source and drain leads are shifted by $\pm eV/2$ relative to the Fermi energy at zero bias [dotted line in Fig. 44(b)]. In the measurement of Fig. 44(a) we sweep the average DQD energy while keeping the detuning $\delta$ constant. The average DQD energy is defined to be zero when $\mu_2$ aligns with the zero bias Fermi energy in the leads [i.e. when $\mu_2 = (\mu_1 + \mu_2)/2$].

Starting in the configuration marked by A, cotunneling is only possible involving the QD2 ground state. Cotunneling is weak, with count rates being well below 1 count/s. Continuing to case B, we raise the average DQD energy. When the electrochemical potential of QD2 is sufficiently increased compared to the Fermi level of the source, inelastic cotunneling becomes possible leading to a sharp increase in count rate. The process is sketched in Fig. 44(b); it involves the simultaneous tunneling of an electron from QD2 to the first excited state of QD1 with an electron in the QD1 ground state leaving to the source. The process is only possible if

$$
\Delta E_1^\text{out} = \mu_1 - \mu_2 - \Delta E_1^\text{in} > \mu_3 - \mu_1.
$$

Here, $\Delta E_1^\text{out}$ is the energy of the first excited state in QD1. The position of the step in Fig. 44(a) directly gives the energy of the first excited state, and we find $\Delta E_1^\text{out} = 180 \ \mu\text{eV}$. 

---

Fig. 43. (a) Tunneling rates for electrons entering and leaving the DQD, extracted from the same set of data as used in Fig. 41(b). The data was measured with $V_{\text{DQD}} = -500 \ \mu\text{V}$. The solid lines mark the position of the finite bias triangles. The plot region in the right-hand panel has been extended to include the regime investigated in Fig. 44. (b) Energy level diagrams for the two positions marked in (a).

In case I, the cotunneling itself is elastic, with energy relaxation occurring after the cotunneling has taken place. In case II, inelastic cotunneling processes are possible. Adapted from Ref. [66].
Further increasing the average DQD energy makes an inelastic process involving the second excited state in QD2 possible, giving $\Delta E_{qs}^2 \approx 340 \mu$eV. Finally, as the DQD energy is raised to become equal to half the applied bias, the electrochemical potential of QD2 aligns with the Fermi level of the drain lead. Here electron tunneling mainly occurs due to equilibrium fluctuations between drain and QD2, giving a sharp peak in the count rate. The excited states energies extracted from the inelastic cotunneling give the same values as obtained from finite bias spectroscopy within the triangles, as described in the previous section. The good agreement between the two measurements demonstrates the consistency of the model.

The dashed line in Fig. 44(a) shows data taken with reversed DQ bias; for this configuration the Fermi levels of the source and drain leads are inverted, the electrons cotunnel from the source to QD2 and the peak due to equilibrium tunneling occurs at $\mu_2 = \mu_D = -300 \mu$eV.

4.7. Noise in the cotunneling regime

Using time-resolved charge detection methods, we can extract the noise of electron transport in the cotunneling regime. For a weakly coupled single QD in the regime of sequential tunneling, transport in most configurations is well described by independent tunneling events for electrons entering and leaving the QD [40].

The Fano factor becomes a function of the tunneling rates [36]:

$$F_2 = \frac{S_2}{2eI} = \frac{\Gamma_{in}^2 + \Gamma_{out}^2}{(\Gamma_{in} + \Gamma_{out})^2} = \frac{1}{2} \left( 1 + a^2 \right),$$

(78)

with $a = (\Gamma_{in} - \Gamma_{out})/(\Gamma_{in} + \Gamma_{out})$. For symmetric barriers ($a = 0$), the Fano factor is reduced to 0.5 because of an increase in electron correlation due to Coulomb blockade. In the case of cotunneling, the situation is more complex. As described in the previous section, cotunneling may involve processes leaving either QD in an excited state. The excited state has a finite lifetime $\tau_{rel}$; during this time, the tunneling rates may be different compared to the ground-state configuration [73]. We therefore expect that the existence of an electron in an excited state may induce temporal correlations on timescales on the order of $\tau_{rel}$ between subsequent cotunneling events. In this way, the noise of the cotunneling current has been proposed as a tool to probe excited states and relaxation processes in QDs [74,75].

In Fig. 45, we plot the Fano factor measured from the same region as that of Fig. 39. The Fano factor was extracted by measuring the distribution function for transmitted charge through system [40]. The solid line shows the result of Eq. (78), with tunneling rates extracted from the measured traces. In the outermost regions of the graph, the electrons tunnel sequentially through the QDQ. Here, the Fano factor is reduced due to Coulomb blockade, similar to the single QD case. At the edges of the cotunneling regions, the Fano factor drops further down to $F \approx 0.5$. This is because the injection rate $\Gamma_{in}$ drops drastically as sequential transport becomes unavailable, while $\Gamma_{out}$ stays approximately constant. At some point we get $\Gamma_{in} = \Gamma_{out}$, which means that the asymmetry $a$ is zero and the Fano factor of Eq. (78) shows a minimum. Further into the cotunneling region, the Fano factor approaches one as transport essentially becomes limited by a single rate; the cotunneling rate ($\Gamma_{in}$) is two orders of magnitude smaller than the sequential rate $\Gamma_{out}$.

We do not see any major deviation from the results of Eq. (78), which is only valid assuming independent tunneling events. We have performed similar measurements in several inelastic and elastic cotunneling regimes, without detecting any clear deviations from Eq. (78). As it turns out, there are two effects that make it hard to detect correlations due to the internal QD relaxations. For the first, the correlation time is essentially set by the relaxation time $\tau_{rel}$, which typically occurs on a $\sim 10$ ns timescale. This is several orders of magnitude smaller than a typical tunneling time of $\sim 1/\Gamma_{in} \approx 100$ ms [26]. Secondly, the slow cotunneling rate limits the amount of experimental data available within a reasonable measurement time. This explains the large spread between the data points in Fig. 45 in the cotunneling regime. We conclude that the measurement bandwidth currently limits the possibility of examining correlations in the cotunneling regime using time-resolved detection techniques. A higher-bandwidth detector would solve both the above mentioned problems. It would allow a general increase in the tunneling rates in the system, which would both decrease the difference between $\tau_{cot}$ and $\tau_{rel}$ as well as provide faster acquisition of sufficient statistics.

4.8. Spin effects in many-electron dots

So far, we have neglected the spin properties of the electrons by considering them to be spin-less particles. In few-electron double quantum dots, spin effects have been shown to lead to Pauli spin blockade [76,77]. The current is strongly suppressed in configurations where a spin flip is required for electrons to traverse the DQD. The Pauli blockade configuration has been utilized for performing electron spin resonance experiments [78,79] as well as for studying interactions between the electron and nuclei spin systems [80,77,81,82].

In the system investigated here, the DQD contains a relatively large number of electrons; from the energy scales and from the geometry of the device we estimate each QD to hold $\sim 30$ electrons. This makes the observation of spin blockade more difficult, since neither the excitation spectrum nor the exact QD spin configuration is well known. For few-electron QDs, the first two electrons fill up spin-degenerate single-particle states and form a spin pair [83]. Spin pairing has also been reported in many-electron chaotic dots [31] and quantum rings [84]. If spin pairing occurs, it is possible to get a spin-zero many-electron ground state and we may neglect the spin-less core of electrons and only consider the spin of the outermost electrons [81].

To investigate the occurrence of spin pairing and spin blockade in our device, we use the methods of Section 2.7 to determine the degeneracy of the QD ground states. Depending on the occupancy of a spin-degenerate state, the rates for electrons tunneling into and out of a QD should differ by a factor of two. By performing such measurements for consecutive electron filling in the DQDs, we can extract a possible spin configuration of the DQD. The method is visualized in Fig. 46, together with a possible spin configuration for the hexagons from Fig. 35(a). The numbers in the figure do not refer to the absolute DQD electron population but to the number of excess electrons relative to the configuration indicated by $(0, 0)$. 
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**Fig. 45.** Fano factor for electron transport in the cotunneling regime of Fig. 39. The data was extracted from traces of length $T = 30$ s. The solid line is the result of Eq. (78), which assumes independent tunneling events. The minima in Fano factor occur at positions where the tunneling rates $\Gamma_{in}$ and $\Gamma_{out}$ are equal [see Fig. 39]. The error bars show standard error, extracted by splitting the data into six subsets of length $T = 5$ s and evaluating the noise for each subset. Adapted from Ref. [66].
Starting in the Coulomb blocked region marked by (0, 0), we increase the gate voltage $V_{G2}$ to add an electron into QD2. At the transition to (0, d) (case I in Fig. 46), we find that the tunneling rate for electrons entering QD2 is larger than the rate for electrons tunneling out. Increasing the gate voltage further to add another electron to QD2 (case II), the relation between $\Gamma_{in}$ and $\Gamma_{out}$ is reversed. This is in agreement with successive filling of electrons into a degenerate state; if both degenerate states are initially unoccupied (case I), an incoming electron may tunnel into either state with an effective tunneling rate $\Gamma'_{in} = g \times \Gamma$. Here, $g$ is the degeneracy factor and $\Gamma$ is the tunnel coupling to the lead. On the other hand, the rate for electrons leaving QD is determined by the number of occupied degenerate states. With only one electron in the QD we get $\Gamma_{out} = \Gamma$ and thus expect $\Gamma_{in}/\Gamma_{out} = g$. The situation is reversed if the QD is initially occupied (case II); here we expect $\Gamma_{in}/\Gamma_{out} = 1/g$.

If we assume the degeneracy to be due to spin states, the data indicates that QD2 is successively filled up with one spin–down and one spin–up electron. The pattern is repeated if we perform similar measurements for QD1 (cases III–IV). From these measurements we extract the spin configurations shown in Fig. 46. It should be noted that the degeneracy factors in cases I and III are lower than the factor $g = 2$ expected from spin–degenerate states. This might be due to changes in the tunneling coupling $\Gamma$ within the gate voltage region of interest, although the coupling normally only changes slightly within the small voltage range used here (see Section 2.6). Therefore, the spin configurations marked in Fig. 46 should not be considered as definite; we cannot rule out other explanations for the data.

Keeping this reservation in mind but still assuming the spin configuration of Fig. 46 to be correct, we expect spin blockade to occur in the transport triangle involving the configurations (0, d), (d, d) and (0, ud). The principle of the blockade is explained in Fig. 47(a). We start in the configuration (0, d), where QD1 is empty and QD2 contains one excess electron. An electron may tunnel from the source into QD1 and since the QD is initially empty, the incoming electron may be either spin–up or spin–down. If the spin is opposite to the spin of the electron in QD2, the electron in QD1 can continue to QD2 to form the spin singlet ground state (0, ud). Finally, an electron may leave to the drain which takes the system back to the state (0, d) and the cycle can be repeated.

However, if the electron tunneling from source into QD1 has the same spin orientation as the electron sitting in QD2, transport is blocked until either electron flips its spin to allow a singlet state to be formed in QD2. Fig. 47(b) shows the finite bias charge stability diagram measured by counting electrons entering the QD. The numbers refer to the assumed excess charge population relative to a state where both QDs have zero spin. The data was extracted from QPC conductance traces of length $T = 0.5$ s, taken with $V_{GQPC} = 600 \mu$V and $V_{QPC, SD} = 400 \mu$V. (c) QPC conductance traces, taken at the points marked in (b). For both positions, a third level appears which we attribute to the transition $(1, 1) \rightarrow (0, 2)$. (d) Regions of the charge stability diagram of (b) where the charge detector finds more than two levels in the QPC conductance traces. In the spin blockade model of (a), the width of regions with three levels corresponds to the singlet–triplet spacing in QD2.
taking the QPC conductance back to level (0, 1). The ability of the QPC to determine if the electron is sitting in QD1 or QD2 comes directly from the geometry of the device; the QPC is located closer to QD1.

For case II of Fig. 47(b, c), transport is governed by the hole process (0, 2) \(\rightarrow\) (1, 2) \(\rightarrow\) (1, 1) \(\rightarrow\) (0, 2). As for the electron process in case I, the transition that possibly involves spin relaxation is the one where the electron hops from QD1 to QD2 (1, 1) \(\rightarrow\) (0, 2). The timescale of the interdot transitions is marked by \(t_{(1,1)}\) in the traces of Fig. 47(c). From the above discussion, we expect \(t_{(1,1)}\) to be long enough to be measurable as long as the QD detuning is smaller than the singlet–triplet spacing, \(\delta < E_{ST}\). If \(\delta > E_{ST}\), the electron in QD1 may tunnel to QD2 regardless of the spin direction and we expect to resolve only two levels in the QPC conductance traces. This is visualized in Fig. 47(d), where we plot the number of current levels detected by an automatic level detection algorithm. Focusing first on the electron transport cycle, there is a region of three-level traces situated at the base of the triangle. In the model of spin blockade, the width of the region in the direction of detuning is equal to the singlet–triplet splitting in QD2, giving \(E_{ST} \sim 200 \mu\text{eV}\). For the hole cycle, the region showing three levels is less regular. However, this is actually an artifact due to imperfections of the level detection algorithm; for the electron cycle (case I), the third, fast level occurs below the other levels, which makes it relatively easy to detect. It is much harder to reliably detect a fast third level if it occurs in-between the two main levels as in the hole region (case II). Manual inspection of the traces confirms that the region of three-level traces indeed has the same extension for the hole as for the electron cycle.

To get more quantitative results concerning the timescale of the (1, 1) \(\rightarrow\) (0, 2) transition and to investigate if it is really related to spin relaxation, we measure the average of \(t_{(1,1)}\), as a function of detuning [dashed line in Fig. 47(d)] and magnetic field. The result is presented in Fig. 48(a). As mentioned in the previous paragraph, the third level is only visible in the region of \(0 < \delta < E_{ST} \sim 200 \mu\text{eV}\). Fig. 48(b) shows a cross-section taken at \(\delta = 170 \mu\text{eV}\). The time spent in the (1, 1)-state is around 400 \(\mu\text{s}\) at zero magnetic field, but decays rapidly with increased B-field and disappears below the time resolution of the detector as \(|B| > 30 \text{mT}|\).

The spin blockade can be conveniently expressed using a model involving two-electron spin singlet (S) and triplet (T) states distributed over both QDs. In this language, the electron tunneling into the DQD from the source lead can enter either the singlet S(1, 1) or the triplet T(1, 1) state. The singlet S(1, 1) quickly relaxes to S(0, 2) followed by an electron leaving the DQD to the drain. On the other hand, if the electron enters into the triplet T(1, 1), it cannot proceed to T(0, 2) since this state is raised by the singlet–triplet splitting in QD2. The triplet T(1, 1) first needs to relax to S(1, 1) before proceeding to S(0, 2), leading to spin blockade.

For GaAs quantum dots, the spin blockade has been observed to be lifted at zero magnetic field because of mixing of the T(1, 1) and S(1, 1) states due to hyperfine interactions with the nuclear spin bath. The mixing energy is given by the magnitude of the random magnetic field \(B_{\text{R}}\) generated by the fluctuating nuclear spins, with \(E_{\text{mix}} = g\mu_B B_{\text{R}} \sim 0.1 \mu\text{eV}\) for a typical quantum dot containing \(n = 10^6\) nuclei. The mixing can be removed by applying an external magnetic field so that the electron Zeeman splitting becomes larger than the mixing energy \(E_{\text{mix}}\). This typically occurs on a magnetic field scale of a few mT [77]. In our case, we observe the opposite behavior: the relaxation rate \(I_{\text{rel}} = 1/(\langle t_{(1,1)} \rangle)\) is minimal at zero magnetic field and increases with external magnetic field. In contrast to the setup of Ref. [77], we are in the strong coupling regime, with \(t \sim 30 \mu\text{eV} \gg E_{\text{N}}\). As discussed in Section 4.2, the tunnel coupling will hybridize the S(1, 1) and S(0, 2) singlet configurations and thereby keep the energy separation to the T(1, 1) triplet larger than \(E_{\text{N}}\) over the full range of detuning in Fig. 48(a). This suppresses the relaxation due to hyperfine mixing, even at zero external magnetic field [85].

A strong increase in the relaxation rate for small magnetic field has been seen in InAs DQD [81]. The behavior was attributed to the strong spin–orbit interactions of that material system. The main spin relaxation mechanism in few-electron single QDs in GaAs is also due to spin–orbit coupling, with relaxation rates increasing with external magnetic field [86,56]. However, the relaxation times seen in Fig. 48(b) are much shorter and the B-field dependence much stronger than that reported for few-electron single quantum dots. It is unclear how the existence of additional electrons in our DQD influences the relaxation process and it is uncertain if it is reasonable to assume electron–electron interactions to be weak enough to allow the QDs to be modeled using independent single-particle states. From the measurements presented here, one cannot make a clear statement whether the observed features are due to spin relaxation or not. It would certainly be interesting to repeat the time-resolved measurements on a DQD containing only two electrons.

4.9. Weak interdot coupling

In the last part of this section, we treat the case where the three barriers of the DQD are tuned so that all tunneling processes occur on timescales slower than the bandwidth of the charge detector. In this regime it is possible to detect electrons tunneling back and forth between the QDs and thus determine the direction of the tunneling electrons [22].

It turned out to be difficult to reach this regime for the ring-shaped DQD of Fig. 33(a). The constrictions between the QDs were generally much more open than the constrictions to source and drain leads, which made it hard to pinch-off the middle constriction while at the same time keeping source and drain open and forming well-defined dots. A measurement from one of the few cases where we were partly successful is shown in Fig. 49(a). The plot shows the charge stability diagram measured with \(-700 \mu\text{eV}\) bias applied across the DQD. The transport triangles due to electron and hole transports are well visible. There are a few striking things in this measurement compared to charge stability diagrams shown previously in this section. First, the size of the triangle due to hole transport is considerably smaller than the electron triangle. Although this is not quantitatively understood, we speculate that it is due to a weakly coupled state in QD2 that blocks transport in parts of the triangles. Second, there are bands of weak tunneling occurring outside the triangles. We attribute this to photon absorption processes driven by the current flowing in the QPC; this is the subject of Section 5. Finally, there are stripes occurring parallel to the base line of the triangles; these are excited states in the QDs probed by interdot transitions.
A transition cannot occur resonantly if the tunneling electron needs to cross an electrochemical potential of \(-r\) relative to \(-r\). This is clearly visualized if we continue to case \(w\), which corresponds to a slightly lowered electrochemical potential of \(Q\) relative to \(D\). Here, the interdot transition cannot occur resonantly; the tunneling electron needs to lose parts of its energy to the environment. This makes the tunneling process less probable and reduces the count rate in the region of case \(w\) in Fig. 49(a). The QPC conductance trace Fig. 49(c) shows that the electron indeed spends most of the time in \(QD\); once a transition to \(QD\) occurs it is immediately followed by tunneling from drain to \(QD\) and from \(QD\) to source, as discussed for case \(w\). Finally, by further lowering the electrochemical potential of \(QD\) an excited state of \(QD\) lines up with \(-r\) and tunneling may again occur resonantly. This is the reason for the stripes parallel to the triangle baseline occurring inside the triangles.

The above discussion raises a few interesting questions concerning the interdot tunneling. First, what sets the width of the regime with resonant interdot tunneling? In case \(I\), the electrons in the \(QD\) are isolated from the leads and it seems unlikely that the \(QD\) transitions should be influenced by the thermal distribution of the electrons in the leads. Second, what are the relaxation processes leading to the slow but non-zero tunneling rates in the non-resonant regime? To answer the first question, we take the data from Fig. 49(a) and use the known capacitive lever arms to convert the gate voltages into energy of the \(QD\). The result is presented in Fig. 50(a), where we plot the count rate for the hole transport triangle versus average \(QD\) energy and detuning energy \(\delta\). The two axes have the same scaling, which makes it easier to compare the energy scales of different processes.

We first focus on the tilted line with slope 1/2 marked by \(I\) in Fig. 50(a). The line is due to equilibrium fluctuations between \(QD\) and the source lead; the broadening of the line is a direct measure of the electron temperature in the source lead (see Section 2.2). By converting the energy to temperature we find that the electron temperature in the lead is around \(T = 100\,\text{mK}\). However, the width of the thermally-broadened line stands in sharp contrast to the narrow vertical lines coming from interdot transitions (case \(w\)). The width of these lines is only around a quarter of the thermal-broadened line, which would correspond to a temperature of 25 mK. This energy scale matches relatively well to the base temperature of the cryostat. A possible explanation could therefore be that the broadening occurs because of scattering with thermally excited acoustic phonons. A straightforward experimental check of this hypothesis would be to investigate how the broadening changes when raising the base temperature of the cryostat.
A different energy scale is given by the tunnel coupling between the two QDs. If we assume the transport between the QDs to be coherent and convert the measured tunneling rate of $\Gamma \sim 100$ Hz to a coupling energy, we find $\hbar \Gamma \sim 0.4$ peV.

This is obviously several orders of magnitudes smaller than the width measured in the experiment. Still, the discussion raises some interesting questions concerning coherence and projective measurements. For a fully coherent system, the electron wavefunctions in the two QDs hybridize and form bonding and antibonding states that delocalize over both dots. At zero detuning both the bonding and antibonding wavefunctions have the same spatial extent, which means that a charge detector would not be able to resolve transitions between the two states independently of how slowly the transitions occur. The very fact that we detect electrons tunneling back and forth between the QDs even at zero detuning is an obvious indication that the system is not coherent.

The decoherence rate is faster than the tunnel coupling, meaning that the coherent evolution of an electron between the two QDs is interrupted by a projective measurement taking the electron back into the states of the individual QDs. The rate at which we observe transitions between the two QDs thus depends not only on the tunnel coupling but also on the decoherence in the system. It would certainly be interesting to perform measurements in a regime where the tunnel coupling and the decoherence rate are comparable, and to investigate how the measured transition rates are affected by the presence of the QPC and its ability to perform projective measurements. One would expect an increased QPC bias to introduce additional effects compared to the intrinsic decoherence.

Finally, we come back to the question of the relaxation mechanism leading to the finite count rate between the lines of resonant tunneling in Figs. 49(a) and 50(a). Fig. 50(b) shows the interdot transition rate $\Gamma_{(0,1)} \rightarrow (1,0) = 1/\tau_{(0,1)}$ measured along the dashed line in Fig. 50(b), extracted from traces similar to the ones shown in Fig. 49(c). The ground state transition as well as transitions due to three exited states give rise to clear peaks in the figure. In-between the peaks, the rate of the non-resonant transition increases strongly as the detuning gets larger.

Spontaneous energy relaxation in a DQD has been investigated previously using conventional current measurement techniques [87]. In that work, the authors find that the emission rate decreases with increased detuning and attribute the mechanism behind the relaxation to phonon emission. This is in disagreement with the results of Fig. 50(b), where the emission rate clearly increases with detuning. It would therefore be interesting to perform further experiments in this regime and investigate the inelastic tunneling of Fig. 50(b) in more detail. In addition to checking the obvious influence of the temperature of the phonon bath there could be other explanations for the relaxation such as photon emission to the nearby quantum point contact [88] or to anywhere else in the environment.

5. Detector back-action

In the previous sections, we used quantum point contacts to measure charge transitions in various mesoscopic structures. While doing so we assumed the point contact to be an idealized detector that does not exert any back-action on the measured object. In reality, this is not true. The scattering of electrons in the quantum point contact leads to emission of microwave radiation. In this section, we show that the radiation may drive the transitions in a double quantum dot. Turning the perspectives around, the double quantum dot can be seen as a frequency-selective microwave detector. The frequency of the absorbed radiation is set by the energy separation between the levels in the dots, which is easily tuned with gate voltages. By combining this with time-resolved charge detection techniques, we can directly relate the detection of a tunneling electron to the absorption of a single photon.

5.1. Using the double quantum dot as a frequency-selective detector

The interplay between quantum optics and mesoscopic physics opens up new horizons for investigating radiation produced in nanoscale conductors [89,90]. Microwave photons emitted from quantum conductors are predicted to show non-classical behavior such as anti-bunching [91] and entanglement [92].

Experimental investigations of such systems require sensitive, high-bandwidth detectors operating at microwave-frequency [93]. On-chip detection schemes, with the device and detector being strongly capacitively coupled, offer advantages in terms of sensitivity and large bandwidths. In previous work, the detection mechanism was implemented utilizing photon-assisted tunneling in a superconductor–insulator–superconductor junction [94,51] or in a single quantum dot (QD) [52].

Agudo and Kouwenhoven proposed to use a double quantum dot (DQD) as a frequency-tunable quantum noise detector [88]. The idea is sketched in Fig. 51(a), showing the energy levels of the DQD together with a quantum point contact acting as a noise source. The DQD is operated with a fixed detuning $\delta$ between the electrochemical potentials of the left and right QDs. For an isolated system, the DQD is in the Coulomb blockade regime and there will be no current flowing. However, if the system absorbs an energy $E = \delta$ from the environment, the electron in QD1 is excited to QD2. This electron may leave to the drain lead, a new electron enters from the source contact and the cycle can be repeated. The process induces a current flow through the system. Since the detuning $\delta$ may be varied continuously by applying appropriate gate voltages, the absorption energy is tunable.

The scheme is experimentally challenging, due to low current levels and fast relaxation processes between the QDs [95]. Here, we show that these problems can be overcome by using time-resolved charge detection techniques to detect single electrons tunneling into and out of the DQD. Apart from giving higher sensitivity than conventional current measurement techniques, the method also allows us to directly relate a single-electron tunneling event to the absorption of a single photon. The system can thus be viewed as a frequency-selective single-photon detector for microwave energies. This, together with the fact that the charge detection methods allow precise determination of the device parameters, provide major advantages compared to other setups [90,93,94,51,52].

The measurements were performed on the structure shown in Fig. 51(b), which consists of two quantum dots embedded in a ring, together with a nearby QPC. As described in Section 4, we tune the surrounding gates so that only the upper tunnel barrier connecting the two QDs is kept open. The tunnel coupling between the QDs was set to $\tau = 32 \mu$eV, as determined using charge localization measurements explained in Section 4.2. The tunneling barriers
between the DQD and the source and drain contacts were tuned to a few kHz to enable electron counting in real-time. In the following measurements, taken with zero bias across the DQD, we present measurements taken with zero bias across the DQD. Fig. 52(a) shows close-up images of the surrounding hexagon pattern. The dashed line denotes the detuning axis, with zero detuning occurring at the triple point. The data was taken with $V_{\text{osc}} = -300$ μV. (b) Blow-up of the lower-right region of (a), measured for different QPC bias voltages. (c) Rates for electron tunneling into and out of the DQD, measured along the dashed line in (a). $I_{\text{in}}$ falls off rapidly with detuning, while $I_{\text{out}}$ shows only minor variations. Adapted from Ref. [12].

Fig. 52. (a) Count rate for electrons leaving the DQD, measured for a small region close to a triple point (marked by a white point). The inset shows a sketch of the surrounding hexagon pattern. The dashed line denotes the detuning axis, with zero detuning occurring at the triple point. The data was taken with $V_{\text{osc}} = -300$ μV. (b) Blow-up of the lower-right region of (a), measured for different QPC bias voltages. (c) Rates for electron tunneling into and out of the DQD, measured along the dashed line in (a). $I_{\text{out}}$ falls off rapidly with detuning, while $I_{\text{in}}$ shows only minor variations. Adapted from Ref. [12].

along the dashed line of Fig. 52(a). The rate for tunneling out stays almost constant along the line, but $I_{\text{in}}$ is maximum close to the triple point and falls off rapidly with increased detuning. This suggests that only the rate for electrons tunneling into the DQD is related to the absorption process. To explain the experimental findings we model the system using a rate equation approach. For a configuration around the triple point, the DQD may hold $(n + 1, m)$, $(n, m + 1)$ or $(n + 1, m + 1)$ electrons. We label the states $L$, $R$ and 2 and draw the energy diagrams together with possible transitions in Fig. 53(a). The figure shows the case for negative detuning, with $\delta > k_{B}T$. Note that when the DQD holds two excess electrons, the energy levels are raised by the mutual charging energy, $E_{\text{cm}} = 800$ μV.

In Fig. 53(b) we sketch the time evolution of the system. The red curve shows the expected charge detector signal assuming a detector bandwidth much larger than the transition rates. Starting in state 1, the electron is trapped until it absorbs a photon and is excited to state 2 (with rate $\Gamma_{\text{abs}}$). From here, the electron may either relax back to state 1 (rate $\Gamma_{\text{rel}}$) or a new electron may enter QD1 from the source lead and put the system into state 2 (rate $\Gamma_{2}$). Finally, if the DQD ends up in state 2, the only possible transition is for the electron in the right dot to leave to the drain lead.

The relaxation rate for a similar DQD system has been measured to be $1/\Gamma_{\text{rel}} = 16$ ns [96], which is much faster than the available measurement bandwidth. Therefore, the detector will not be able to register the transitions where the electron is repeatedly excited and relaxed between the dots. Only when a second electron enters from the source lead (transition marked by $\Gamma_{3}$ in Fig. 53(a)), the DQD will be trapped in state 2 for a sufficiently long time ($\sim 1/\Gamma_{\text{out}} \approx 1$ ms) to allow detection. The measured time trace will only show two levels, as indicated by the dashed line in Fig. 53(b). Such a trace still allows extraction of the effective rates for electrons entering and leaving the DQD, $\Gamma_{\text{in}} = 1/\tau_{\text{in}}$ and $\Gamma_{\text{out}} = 1/\tau_{\text{out}}$. To relate $\Gamma_{\text{in}}$, $\Gamma_{\text{out}}$ to the internal DQD transitions, we write down the master equation for the occupation probabilities of the states:

$$\frac{d}{dt} \begin{bmatrix} p_{L} \\ p_{R} \end{bmatrix} = \begin{bmatrix} -\Gamma_{\text{abs}} \\ 0 \end{bmatrix} \begin{bmatrix} p_{L} \\ p_{R} \end{bmatrix} + \begin{bmatrix} \Gamma_{\text{rel}} \\ \Gamma_{\text{rel}} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} - \Gamma_{\text{out}} \begin{bmatrix} 1 \\ 0 \end{bmatrix} \begin{bmatrix} p_{L} \\ p_{R} \end{bmatrix}. \quad (80)$$

Again, we assume negative detuning, with $|\delta| > k_{B}T$. The measured rates $\Gamma_{\text{in}}$, $\Gamma_{\text{out}}$ are calculated from the steady-state solution of Eq. (80):

$$\Gamma_{\text{in}} = \Gamma_{3} \frac{p_{L}}{p_{L} + p_{R}} = \frac{p_{3}}{\Gamma_{3} + \Gamma_{\text{abs}} + \Gamma_{\text{rel}}}. \quad (81)$$

$$\Gamma_{\text{out}} = \Gamma_{3} \frac{p_{R}}{p_{L} + p_{R}} = \frac{p_{3}}{\Gamma_{3} + \Gamma_{\text{abs}} + \Gamma_{\text{rel}}}. \quad (82)$$

In the limit $\Gamma_{\text{rel}} \gg \Gamma_{3}$, $\Gamma_{\text{abs}}$, the first expression simplifies to

$$\Gamma_{\text{in}} = \Gamma_{3} \frac{\Gamma_{\text{abs}}}{\Gamma_{\text{rel}}}. \quad (83)$$
The corresponding expressions for positive detuning are found by interchanging $\Gamma_1$ and $\Gamma_0$ in Eqs. (80)–(83). Coming back to the experimental findings of Fig. 52(c), we note that $\Gamma_{\text{out}}$ only shows small variations within the region of interest. This together with the result of Eq. (82) suggest that we can take $\Gamma_1,\Gamma_0$ to be independent of detuning. The rate $\Gamma_{\text{in}}$ in Eq. (83) thus reflects the dependence of $F_{\text{abs}}/F_{\text{rel}}$ on detuning. Assuming also $\Gamma_{\text{rel}}$ to be constant, a measurement of $\Gamma_{\text{in}}$ gives directly the absorption spectrum of the DQD. The measurements cannot exclude that $\Gamma_{\text{rel}}$ also varies with $\delta$, but as we show below the model assuming $\Gamma_{\text{rel}}$ independent of detuning fits the data well.

Eq. (83) shows that the low-bandwidth detector can be used to measure the absorption spectrum, even in the presence of fast relaxation. Moreover, the detection of an electron entering the DQD implies that a quantum of energy was absorbed immediately before the electron was detected. The charge detector signal thus relates directly to the detection of a single photon. The efficiency of the detector is currently limited by the bandwidth of the charge detector. However, it should be possible to increase the bandwidth significantly by operating the QPC in a mode analogous to the radio-frequency single-electron transistor [97,98,11,99].

To justify the assumption $\Gamma_{\text{rel}} \gg \Gamma_{\text{abs}}$, we note that even when the detector is too slow to detect individual transitions between the states $L$ and $R$, its dc-response still gives the average population of the two states. In Fig. 54, we plot the relative population of state $L, p_L/(p_L + p_R)$, for the same gate voltage configuration as in Fig. 52(a). The data was extracted by analyzing the absolute change in the QPC conductance for one electron tunneling into DQD (see Section 4.2). Looking at the region of negative detuning (upper-left part of Fig. 54), the average DQD population within the regions of photon-assisted tunneling is very close to the pure $L$-state. The electron spends most of the time in QD1, which validates the assumption $\Gamma_{\text{rel}} \gg \Gamma_{\text{abs}}$. Similar arguments can be applied for the region of positive detuning.

For fixed DQD detuning, the processes described above only pump electrons in one direction. The system may therefore be thought of as a ratchet, giving unidirectional electron flow even at zero bias [95].

5.2. Measuring the QPC emission spectrum

In the following, we use the DQD to quantitatively investigate the microwave radiation emitted from the nearby QPC. Fig. 55(a) shows the measured count rate for electrons leaving the DQD versus detuning and QPC bias. The data was taken along the dashed line of Fig. 52(a), with gate voltages converted into energy using lever arms extracted from finite bias measurements. Due to the tunnel coupling $t$ between the QDs, the energy level separation $\Delta_{12}$ of the DQD is given by $\Delta_{12} = \sqrt{4t^2 + \delta^2}$. The dashed lines in Fig. 55(a) show $\Delta_{12}$, with $t = 32 \mu$eV. A striking feature is that there are no counts in regions with $|eV_{\text{QPC}}| < \Delta_{12}$. This originates from the fact that the voltage biased QPC can only emit photons with energy $\hbar \omega \leq eV_{\text{QPC}}$ [88,52,93]. The result presents another strong evidence that the absorbed photons originate from the QPC.

To describe the results quantitatively, we consider the emission spectrum of a voltage biased QPC with one conducting channel. In the low temperature limit $k_B T \ll \hbar \omega$, the spectral noise density $S_{1}(\omega)$ for the emission side ($\omega > 0$) takes the form (see [88] for the full expression)

$$S_{1}(\omega) = \frac{4e^2}{h} D(1 - D) \frac{eV_{\text{QPC}} - \hbar \omega}{1 - e^{-(eV_{\text{QPC}} - \hbar \omega)/k_B T}},$$

where $D$ is the transmission coefficient of the channel. Using the model of Ref. [88], we find the absorption rate of the DQD in the presence of the QPC:

$$\Gamma_{\text{abs}} = \frac{4\pi e^2 k^2 t^2 Z^2_{12} S_{1}(\Delta_{12}/\hbar)}{h^2} \frac{\Delta_{12}^2}{\Delta_{12}}.$$

The constant $k$ is the capacitive lever arm of the QPC on the DQD and $Z$ is the zero-frequency impedance of the leads connecting the QPC to the voltage source. Eq. (85) states how well fluctuations in the QPC couple to the DQD system.

Fig. 55(b) shows the measured absorption rates versus $V_{\text{QPC}}$ taken for three different values of $\delta$. As expected from Eqs. (84), (85), the absorption rates increase linearly with bias voltage as soon as $|eV_{\text{QPC}}| > \delta$. The different slopes for the three data sets are due to the $1/\Delta_{12}^2$-dependence in the relation between the emission spectrum and the absorption rate of Eq. (85). In Fig. 55(c), we present measurements of the absorption spectrum for fixed $V_{\text{QPC}}$. The rates decrease with increased detuning, with sharp cut-offs as $|\delta| > eV_{\text{QPC}}$. In the region of small detuning, the absorption rates saturate as the DQD level separation $\Delta_{12}$ approaches the limit set by the tunnel coupling. The dashed lines show the combined
results of Eqs. (83)–(85), with parameters $T = 0.1 \text{K}$, $Z_{t} = 0.7 \text{K}$, $D = 0.5$, $t = 32 \text{µeV}$, $k = 0.15$, $I_5 = 1.11 \text{kHz}$ and $I_0 = 1.2 \text{kHz}$. Using $I_{\text{rel}}$ as a fitting parameter, we find $1/I_{\text{rel}} = 5 \text{ns}$. This should be seen as a rough estimate of $I_{\text{rel}}$ due to uncertainties in $Z_{t}$, but it shows reasonable agreement with previously reported measurements [96]. The overall good agreement between the data and the electrostatic model of Eq. (85) supports the assumption that the intercharge of energy between the QPC and the DQD is predominantly mediated by photons instead of phonons or plasmons.

The data for $V_{\text{QPC}} = 400 \text{µV}$ shows some irregularities compared to theory, especially at large positive detuning. We speculate that the deviations are due to excited states of the individual QDs, with excitation energies smaller than the detuning. In Fig. 56, we convert the detuning $\delta$ to level separation $\Delta_{12}$ and use Eq. (85) to extract the noise spectrum $S_{\text{f}}$ of the QPC. The linear dependence of the noise with respect to frequency corresponds well to the behavior expected from Eq. (84). Again, the deviations at $\Delta_{12} = 190 \text{µeV}$ are probably due to an excited state in one of the QDs. The excited states are also visible in finite bias spectroscopy, giving a single-level spacing of $\Delta E \approx 200 \text{µeV}$. This sets an upper bound on frequencies that can be detected with the detector. The frequency range can be extended by using QDQDs in carbon nanotubes [100] or InAs nanowires [101,102], where the single-level spacing is significantly larger [6].

### 5.3. Finite DQD bias regime

Finally, we apply a voltage bias over the DQD in order to compare the tunneling originating from sequential transport with the tunneling due to photon absorption processes. Fig. 57(a) shows a charge stability diagram measured with DQD bias $V_{\text{DQD,SD}} = 300 \text{µV}$. The two triangles associated with electron and hole transport cycles are clearly visible. Besides that, we have regions of cotunneling (see Section 4.3) as well as sharp lines with tunneling due to equilibrium fluctuations whenever the electrochemical potential of QD1 or QD2 lines up with the Fermi levels in the source or drain, respectively. In addition, there are faint triangles appearing in the detuning direction opposite to the transport triangles; we attribute these features to photon-assisted tunneling (PAT).

The DQD energy level configuration in the upper region with faint tunneling (next to the hole transport triangle) is depicted in Fig. 57(a). In this regime the DQD may hold one or two excess electrons. For this energy level alignment neither sequential tunneling nor cotunneling is possible. The DQD can only change its state if an electron in QD1 absorbs a photon and is excited to QD2. From this configuration, an electron may enter QD1 from the source lead followed by the electron in QD2 leaving to the drain. In Fig. 57(c), we present blow-ups of the region marked by the dashed rectangle in Fig. 57(a), measured for different QPC bias voltages. The dashed lines in the leftmost panel in Fig. 57(c) show the regions where we expect photon-assisted tunneling. As the QPC bias voltage is increased, the count rate goes up inside the PAT regions.

### 6. Single-electron interference

A central concept of quantum mechanics is the wave–particle duality; matter exhibits both wave- and particle-like properties and cannot be described by either formalism alone. Up to this point, we have treated the electrons as particles tunneling back and forth between quantum dots. In this chapter, we investigate their wave properties by studying interference of individual electrons taking two different paths in an Aharonov–Bohm interferometer. The time-resolved charge detection technique enables us to count electrons one-by-one as they pass the interferometer. In this way we make a direct measurement of the self-interference of a single electron. With increased bias voltage across the quantum point contact a back-action is exerted on the interferometer leading to dephasing. We attribute this to emission of radiation from the quantum point contact, which drives non-coherent electronic transitions in the quantum dots.

#### 6.1. The Aharonov–Bohm effect

One of the cornerstone concepts of quantum mechanics is the superposition principle as demonstrated in the double-slit experiment [103]. The partial waves of individual particles passing a double-slit interfere with each other. The ensemble...
average of many particles detected on a screen agrees with the interference pattern calculated using propagating waves [Fig. 58(a)]. This has been demonstrated for photons, electrons in vacuum [104,105] as well as for more massive objects like C₆₀ molecules [106]. The Aharonov–Bohm (AB) geometry provides an analogous experiment in solid-state systems [107]. Partial waves passing the arms of a ring acquire a phase difference due to a magnetic flux, enclosed by the two paths [Fig. 58(b)]. Here, we set out to perform the interference experiment by using a quantum point contact to detect single-electron tunneling in real-time.

We first discuss the experimental conditions necessary for observing single-electron AB interference. We make use of a geometry containing two quantum dots within the AB-ring. Fig. 58(c) shows the structure, with the two QDs (marked by 1 and 2) tunnel coupled by two separate barriers. It is the same structure as investigated in Sections 4 and 5, but this time tuned to a regime where both barriers connecting the QDs are kept open. Following the sketch in Fig. 58(b), electrons are provided from the source lead, tunnel into QD1 and pass on to QD2 through either one of the two arms. Upon arriving in QD2, the electrons are detected in real-time by monitoring the conductance of the nearby QPC [4,7,5,62]. Coulomb blockade prohibits more than one excess electron to populate the structure, implying that the first electron must leave to the drain before a new one can enter. This enables time-resolved operation of the charge detector and ensures that we measure interference due to individual electrons.

To avoid dephasing, the electrons should spend a time as short as possible on their way from source to QD2. This is achieved by raising the electrochemical potential of QD1 so that electrons in the source lead lack an energy $\delta$ required for entering QD1 [see Fig. 60(b)]. The time–energy uncertainty principle still allows electrons to tunnel from the source to QD2 by means of second-order processes. The tunneling process is then limited to a short timescale set by the uncertainty relation, with $t = h/\delta$.

### 6.2. Experimental realization

In the experiment, we apply appropriate gate voltages to tune the tunneling rates between the double quantum dot (DQD) and the source and drain leads to values below 15 kHz. The tunneling coupling between the QDs is set to a few GHz, as determined from charge localization measurements (see Section 4.2). Fig. 59 shows the charge stability diagram of the DQD systems, measured by counting electrons entering and leaving the DQD within a fixed period of time. The data was taken with 600 $\mu$V bias applied between source and drain. The hexagon pattern together with the triangles of electron transport appearing due to the applied bias are well-known characteristics of DQD systems (see Section 4). Between the triangles, there are broad, band-shaped regions with low but non-zero count rates where sequential transport is suppressed due to Coulomb blockade. The finite count rate in this region is attributed to electron tunneling involving virtual processes, as described in Section 4.3.

In the following paragraph we quickly repeat the main results from that section. The data was taken with $d_{Z}$ = 3 mV and $B = 0. T$. The dashed line in Fig. 59 marks the region of co-tunneling used for measuring single-electron Aharonov–Bohm interference.
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**Fig. 58.** (a) Setup of a traditional double-slit experiment. Electrons passing through the two slits give rise to an interference pattern on the observation screen. (b) Schematic drawing of the setup used for measuring single-electron Aharonov–Bohm interference. Electrons are injected from the source lead, tunnel through QD1 and end up in QD2, where they are detected. The interference pattern is due to the applied B-field, which introduces a phase difference between the left and right arms connecting the two quantum dots. (c) Double quantum dot used in the experiment. The yellow parts are lines written with a scanning force microscope and represent the potential landscape of the experiment. The yellow parts are lines written with a scanning force microscope and represent the potential landscape of the experiment.

![Figure 59](image2.png)

**Fig. 59.** Charge stability diagram of the double quantum dot, recorded by counting electrons entering and leaving the structure. The data was taken at DQD bias voltage $V_{DD,50} = 600 \mu V$ and $B = 0. T$. The dashed line marks the region of cotunneling used for measuring single-electron Aharonov–Bohm interference.

The injected electrons tunnel sequentially from the source into QD1, continue from QD1 to QD2 and finally leave QD2 to the drain lead. Proceeding to point II in Fig. 60(a), the electrochemical potential of QD1 is lowered and an electron eventually gets trapped in QD1 [see sketch in Fig. 60(b)]. At position II, the electron lacks an energy $\delta$ to leave to QD2. Due to the energy–time uncertainty principle, there is a time window of length $\sim h/\delta$ within which tunneling from QD1 to QD2 followed by tunneling from the source into QD1 is possible without violating energy conservation. An analogous process is possible involving the next unoccupied state of QD1, occurring on timescales $\sim h/\delta$. This corresponds to electron cotunneling from the source lead to QD2. By continuing to point III in Fig. 60(a), the unoccupied state of QD1 is shifted into the bias window and electron transport is again sequential. The rate for electrons tunneling out of the DQD [$T_{out}$, blue trace in Fig. 60(a)] shows only slight variations over the region of interest. This is expected, since the potential of QD2 stays constant along the dashed line in Fig. 59.

Coming back to the sketch of Fig. 58(b), we note that the cotunneling configuration of case II in Fig. 60(a, b) is ideal for investigating the Aharonov–Bohm effect for single electrons. Due to the low probability of the cotunneling process, the source lead provides low-frequency injection of single electrons into the DQD. The injected electrons cotunnel through QD1 into QD2 on a timescale $t \sim h/\delta \sim 1$ ps much shorter than the decoherence time of the system, which is on the order of a few nanoseconds [108,109]. This ensures that phase coherence is preserved. Finally, the electron stays in QD2 for a time long enough to be registered by the finite-bandwidth charge detector. The tunneling processes are sketched in Fig. 60(c).
measured versus electrochemical potential and magnetic field at point $w$ in RaS. The count rate shows an oscillatory pattern with a visibility higher than the upper right corner. The data was taken with $B = 340$ mT. (b) Schematic drawings of the energy levels of the DQD at position II in (a). The energy levels of QD1 are shifted so that the electron in QD1 is trapped due to Coulomb blockade. Electron transport from source to QD2 is still possible through virtual processes. (c) The tunneling processes depicted in the double quantum dot structure. When both barriers between the QDs are kept open, the cotunneling electron may take any arm when going from source to QD2. (d) Number of electrons arriving at QD2 within the fixed period of time indicated in the upper-right corner, measured as a function of magnetic field. The data was taken at point II in (a). The count rate shows an oscillatory pattern with a visibility higher than 90%. Adapted from Ref. [69]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 60. (a) Tunneling rates for electrons entering (red) and leaving (blue) the DQD, measured along the dashed white line of cotunneling in Fig. 59(a). The upper x-axis shows $\delta$, the potential difference between the state in QD2 and the occupied state of QD1. The solid lines are tunneling rates expected from sequential tunneling, while the dashed line is a fit to the cotunneling model of Eq. (74) with parameters $\Gamma_{in} = 51 \text{kHz}$, $\Gamma_{out} = 14 \text{kHz}$, $t_{up} = 8.3 \text{meV}$ and $t_{down} = 13 \text{meV}$. The data was taken with $B = 340$ mT. (b) Schematic drawings of the energy levels of the DQD at position II in (a). The energy levels of QD1 are shifted so that the electron in QD1 is trapped due to Coulomb blockade. Electron transport from source to QD2 is still possible through virtual processes. (c) The tunneling processes depicted in the double quantum dot structure. When both barriers between the QDs are kept open, the cotunneling electron may take any arm when going from source to QD2. (d) Number of electrons arriving at QD2 within the fixed period of time indicated in the upper-right corner, measured as a function of magnetic field. The data was taken at point II in (a). The count rate shows an oscillatory pattern with a visibility higher than 90%. Adapted from Ref. [69]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Next, we tune the system to case II of Fig. 60(a) and count electrons as a function of magnetic field. Fig. 60(d) shows snapshots taken at three different times. The electrons arriving in QD2 build up a well-pronounced interference pattern with period 130 mT. This corresponds well to one flux quantum $\Phi = h/e$ penetrating the area enclosed by the two paths. The visibility of the AB-oscillations is higher than 90%, which is a remarkably large number demonstrating the high degree of phase coherence in the system. We attribute the high visibility to the short time available for the cotunneling process [110] and to strong suppression of electrons being backscattered in the reverse direction, which is otherwise present in AB-experiments. Another requirement for the high visibility is that the two tunnel barriers connecting the QDs are carefully symmetrized. The overall decay of the maxima of the AB-oscillation with increasing $B$ is probably due to magnetic field effects on the orbital wavefunctions in QD1 and QD2.

In Fig. 61(a), we investigate the separate rates for electrons tunneling into and out of the DQD as a function of magnetic field. The y-axis corresponds to the dashed line in Fig. 59, i.e., to the energy of the states in QD1. The measurement shows a general shift of the DQD energy with the applied B-field, which we attribute to changes of the orbital wavefunctions in the individual QDs. Within the cotunneling region, $\Gamma_{in}$ shows well-defined $B$-periodic oscillations. At the same time, $\Gamma_{out}$ is essentially independent of the applied field. This is expected since $\Gamma_{out}$ measures the rate at which electrons leave QD2 to the drain, which occurs independently of the magnetic flux passing through the AB-ring [see Fig. 60(a, c)]. In Fig. 61(b), the bias over the DQD is reversed. This inverts the roles of $\Gamma_{in}$ and $\Gamma_{out}$ so that $\Gamma_{out}$ corresponds to the cotunneling process. Here $\Gamma_{in}$ shows $B$-periodic oscillations while $\Gamma_{out}$ remains unaffected. In the black regions seen in Fig. 61(b), no counts were registered within the measurement time of three seconds due to strong destructive interference for the tunneling-out process. As a consequence, it was not possible to determine $\Gamma_{out}$ in these regions.

In the sequential regime (upper and lower parts of the color maps in Fig. 61), one would also expect AB-oscillations to occur. However, the effect would show up as a modulation of the coupling between the QDs ($\Gamma_{t}$), which involves timescales of the order $\sim 1/\Gamma_{t} \sim 1 \text{ns}$. The detection of single electron motion on such timescales is presently out of reach due to limited bandwidth of the detector.

6.3. Noise in the Aharonov–Bohm regime

In this section we investigate the noise of the current in the Aharonov–Bohm regime. Using the methods of Section 3, we can extract the noise and the higher moments of the current distribution directly from the QPC conductance traces. Fig. 62(a) shows a measurement of the current flowing through the DQD, measured in a regime close to the upper region of sequential tunneling in Fig. 61(a) [$V_{G1} = 49 \text{mV}$ at $B = 0$ mT, dashed line in Fig. 61(a)]. When sweeping the magnetic field, we tune the voltages on gates G1 and G2 to compensate for the shift of the cotunneling region occurring due to orbital effects in the QDs. We chose to measure the AB-oscillation at relatively low DQD detuning; this enhances the cotunneling rates and allows us to collect more statistics within reasonable measurement times. On the other hand, it also increases the contribution of sequential tunneling and photon-assisted tunneling processes, giving slightly lower visibility compared to Fig. 60(d). The small spikes seen at $B = \pm 120$ mT in Fig. 62(a) (marked by arrows) are attributed to single QD excitations.

In Fig. 62(b), we plot the shot noise (second moment $\mu_2$) of the current distribution, extracted from the same set of data as used in Fig. 62(a). The noise curve shows strong similarities to the current trace in (a), with the AB-oscillations clearly visible. This is reasonable, since we expect the noise to scale with the magnitude of the current. In Fig. 62(c), we plot the Fano factor $\mu_2/\mu$, extracted from the traces in Fig. 62(a, b). Also the Fano factor displays AB-oscillations, with a minimum occurring at $B = 0$ mT (with $\mu_2/\mu = 0.55$). We can understand this by considering the noise calculated for a single QD [see Eq. (39) in Section 3]. There, we saw a reduction of the Fano factor due to Coulomb blockade, with the lowest noise given in a configuration where the tunneling rates for entering and leaving the QD were equal.
In the AB-regime, we also measure a current due to two tunneling rates; one is the cotunneling rate showing strong AB-oscillations (in this case $\Gamma_{\text{in}}$), while the other ($\Gamma_{\text{out}}$) is a sequential rate being independent of external magnetic field [compare the rates $\Gamma_{\text{in}}$ and $\Gamma_{\text{out}}$ in Fig. 61(a)]. At zero magnetic field, the cotunneling rate $\Gamma_{\text{in}}$ has a maximum and at this point it becomes comparable to the sequential rate $\Gamma_{\text{out}}$. The two tunneling rates are relatively symmetric, giving a reduction of the Fano factor. For higher magnetic fields, the cotunneling rate $\Gamma_{\text{in}}$ drops drastically while $\Gamma_{\text{out}}$ stays constant. This results in a more asymmetric configuration and a Fano factor close to one.

In the region of higher magnetic fields the experimental precision of the measurement decreases. This is because of the low average count rate, giving less statistical data for extracting the precision of the measurement decreases. This is because of the low configuration and a Fano factor close to one, while the experimental uncertainty in the high $p$-field range becomes important. The cotunneling rate $\Gamma_{\text{in}}$ drops drastically while $\Gamma_{\text{out}}$ stays constant. This results in a more asymmetric configuration and a Fano factor close to one.

In the AB-regime, we also measure a current due to two tunneling rates; one is the cotunneling rate showing strong AB-oscillations (in this case $\Gamma_{\text{in}}$), while the other ($\Gamma_{\text{out}}$) is a sequential rate being independent of external magnetic field [compare the rates $\Gamma_{\text{in}}$ and $\Gamma_{\text{out}}$ in Fig. 61(a)]. At zero magnetic field, the cotunneling rate $\Gamma_{\text{in}}$ has a maximum and at this point it becomes comparable to the sequential rate $\Gamma_{\text{out}}$. The two tunneling rates are relatively symmetric, giving a reduction of the Fano factor. For higher magnetic fields, the cotunneling rate $\Gamma_{\text{in}}$ drops drastically while $\Gamma_{\text{out}}$ stays constant. This results in a more asymmetric configuration and a Fano factor close to one.

6.4. Temperature effects

In Fig. 60(a), we investigate how the AB-oscillations are influenced by elevated temperatures. The dephasing of open QD systems is thought to be due to electron–electron interaction [111], giving dephasing rates that depend strongly on temperature [112]. Fig. 63(a) shows the temperature dependence of the AB-oscillations in our system. The amplitude of the oscillations remains almost unaffected up to $\sim 400$ mK, indicating that the coherence is not affected by temperature until the thermal energy becomes comparable to the single-level spacing of the QDs.

Fig. 63(b) shows measurements of the electron count rate versus magnetic field and the average potential of the DQD, taken at $T = 100$ mK and $T = 300$ mK. Contrary to the measurements presented in Figs. 60 and 61, the potential difference between QD1 and QD2 is kept constant at $\delta = 350 \mu$eV while the overall DQD energy $\varepsilon$ is shifted relative to the leads. The energy $\varepsilon$ is taken to be zero when the level in QD2 is aligned with the Fermi level of the drain [case II in Fig. 63(b)]. Here, thermal population fluctuations tunneling between QD2 and the drain lead gives rise to a high count rate [strong red line in the lower part of Fig. 63(b)]. The width of the resonant line is set by the temperature of the electrons in the lead. Indeed, this line is clearly broader for the $T = 300$ mK data.

6.5. Phase shifts for tunneling involving excited states

In the following, we investigate the phase of the AB-oscillations for different states in QD2. Previous experiments have shown phase shifts of $\pi$ occurring between consecutive Coulomb resonances in many-electron quantum dots [113,114]. To measure AB-oscillations for consecutive electron fillings requires a relatively large shift of the gate voltages. Such measurements are difficult to perform in our setup, since large changes of gate voltages also affect the symmetry of the left and right arm connecting QD1 and QD2, which may strongly reduce the visibility of the AB-oscillations. Instead, we look at excited states of QD2 at fixed electron population [115].

In addition to highlighting temperature effects, the color map in Fig. 63(b) also shows the existence of excited states in the QDs. At point II in Fig. 63(b), the count rate is increased compared to case I. We attribute the increase to cotunneling into an excited state in QD2 (see Section 4.6). Measuring the AB-oscillations at various DQD energy thus provides a way to investigate relative phases of the excited states in the QDs. From the data in Fig. 63(b), we see...
that the AB-oscillations persist in regions involving several excited states and that the phase of the oscillations seems to remain the same in all regions.

Depending on the direction of the applied bias, we can probe different excited states (see Section 4.5). For positive bias, electrons cotunnel from source into QD2 and may thereby put QD2 into either the \((m, n + 1)\)-electron ground state or an \((m, n + 1)\)-electron excited state [see case II in Fig. 63(c)]. For negative bias, the cotunneling involves an electron leaving from QD2 to the source contact. This involves transitions taking the QD2 into either its \((m, n)\)-electron ground state or into an \((m, n)\)-electron excited state. Since the energy difference \(E[n, m^*] - E[n, m + 1]\) is smaller than \(E[(n, m)] - E[(n, m + 1)]\), the transition involving the excited state \([m, n^*]\) occurs at an energy \(\Delta E\) below the ground state transition [see case II in Fig. 64(c)].

Fig. 64(a) shows a measurement of the electron count rate versus magnetic field and total QDQ energy relative to the leads, \(\varepsilon\). The data was measured with \(V_{\text{QDQ-3D}} = -600 \mu\text{V}\) applied to the QDQ. (b) Count rates measured at the positions marked by the dashed lines in (a). There is a phase shift of \(-0.7\pi\) between the two curves. The trace for \(\varepsilon = -580 \mu\text{eV}\) has been magnified by a factor of ten for better visibility. (c) Energy diagrams of the QDQ for the positions marked by I, II and III in (a). At point I, the potential of QD2 is lined up with the Fermi level in the right lead and the tunneling is mainly due to equilibrium fluctuations between QD2 and the lead. At point II, the QDQ potential is shifted downwards, so that electrons in QD2 may only leave by cotunneling to the source lead. The energy level arrangement allows a process involving an excited state of QD2 to contribute to the cotunneling. Finally, at point III only cotunneling involving the ground state of QD2 is possible. Adapted from Ref. [116].

Fig. 65. (a) Visibility of the AB-oscillations measured at different QPC bias. The visibility stays roughly constant up to \(V_{\text{QPC}} = 300 \mu\text{V}\) and then decreases drastically with increasing bias voltage. We attribute the reduction in visibility to an increase in photon-assisted tunneling. (b) Energy level diagram of the QDQ in the cotunneling configuration. At high QPC bias, both intradot and interdot photon absorption processes become possible. Adapted from Ref. [89].

Starting at point III in Fig. 64(a, c), the transition involving the \([(m, n^*)\)-electron excited state is below the Fermi level of the source so that only cotunneling through the ground state is possible. The trace in Fig. 64(b) belonging to point III is qualitatively similar to the data shown in Fig. 63(a), with both curves having a maximum appearing at \(B = 0\) T. The similarity is expected, since both measurements involve cotunneling through the ground state of QD2. Moving to point II, the energy of the QDQ is raised and the transition involving the excited state may also contribute to transport. The cotunneling rate measured in this regime is a sum of the processes involving the ground state and the excited state. However, since the rates at point II are almost an order of magnitude larger compared to point III, the behavior is to a large extent dominated by cotunneling from the excited state.

From this, we conclude that there is a phase shift occurring in the Aharonov–Bohm signal between tunneling involving the \((m, n)\)-electron ground state and a \((m, n^*)\)-electron excited state of QD2. Our findings are in agreement with previously reported results [113–115], but more measurements are needed to map out the complete phase behavior of the QD spectrum.

6.6. Decoherence due to the quantum point contact

In the experiment, we use the current in the QPC to detect the charge distribution in the QDQ. In principle, the QPC could also determine whether an electron passed through the left or the right arm of the ring, thus acting as a which-path detector [117,118]. If the QPC were to detect the electron passing in one of the arms, the interference pattern should disappear. In Fig. 65(a), we show the visibility of the AB-oscillations as a function of bias on the QPC. The visibility remains unaffected up to \(V_{\text{QPC}} \sim 250 \mu\text{eV}\), but drops for higher bias voltages.

We argue that the reduced visibility is not due to which-path detection. At \(V_{\text{QPC}} = 400 \mu\text{V}\), the current through the QPC is \(\sim 10\) nA. This gives an average time delay between two electrons passing the QPC of \(\varepsilon/I_{\text{QPC}} \sim 16\) ps. Since this time is larger than the typical cotunneling time, it is unlikely that the electrons in the QPC are capable of performing an effective which-path measurement. Instead, we attribute the decrease of the AB-visibility to processes where the QDQ absorbs photons emitted from the QPC. As described in Section 5, such processes may indeed excite an electron from one QD to the other, as long as the energy of the excited state is lower than the energy provided by the QPC bias [12]. The radiation of the QPC may also drive transitions inside the individual QDs, thus putting one of the dots into an excited state [52]. A few possible absorption processes are sketched in Fig. 60(b).

As long as the QPC bias is lower than both the QDQ detuning \(\delta = 400 \mu\text{eV}\) and the single-level spacing of the individual QDs \(\Delta E \sim 200 \mu\text{eV}\), the AB-visibility in Fig. 60(b) is close...
to unity. When raising the QPC bias above $\Delta E$, we start exciting the individual QDs. With increased QPC bias, more states become available and the absorption process becomes more efficient. This introduces new virtual paths for the cotunneling process. Since the different paths may interfere destructively, the interference pattern is eventually washed out. In this way, the QPC has a physical back-action on the measurement which is different from informational back-action [119] and which-path detection previously investigated [117,118].

7. Conclusions

In conclusion, we have measured current fluctuations in a semiconductor quantum dot, using a quantum point contact to detect single-electron tunneling through the dot. We show experimentally the reduction of the second and third moments of the distribution when the quantum dot is symmetrically coupled to the leads. The setup can be used as a high-precision current meter for measuring ultra-low currents, with resolution several orders of magnitude better than that of conventional current meters.

The quantum point contact does not only serve as a charge detector, but also causes a back-action on the measured device. Electron scattering in the quantum point contact leads to emission of microwave radiation, which may drive charge transitions in the quantum dot. Turning the perspective around, we show that a double quantum dot can be used as a frequency-selective detector for microwave radiation emitted from mesoscopic structures.

In addition, we demonstrate interference of single electrons in a solid state environment. Such experiments have previously been limited to photons or massive particles in a high-vacuum environment in order to decouple the degrees of freedom as much as possible from the environment. Our experiments demonstrate the exquisite control of modern semiconductor nanostructures which enables interference experiment at the level of single quasiparticles in a solid state environment. Once extended to include spin degrees of freedom [46] such experiments have the potential to facilitate entanglement detection [120,47] or investigate the interference of particles [121] originating from different sources.
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Appendix. Cumulants or central moments of a distribution

The full distribution function $p_f(N)$ or the complete set of central moments $\mu_k$ give a complete description of the current in a system. The moments and the distribution function contain the same information, making the two equivalent. Another way to represent the same information is in terms of the cumulants $c_k$ and the cumulant-generating function $\chi(x)$. The cumulants are defined as [122]

$$c_k = \langle (-i)^k \frac{\partial^k}{\partial x^k} \chi(x) \rangle_{x=0}.$$  \hspace{1cm} (86)

with the cumulant-generating function given by

$$e^{-\chi(x)} = \sum_N p_{f,N}(N)e^{iN\chi}.$$  \hspace{1cm} (87)

In terms of the central moments, we have for the first few cumulants

$$c_1 = \mu_1,$$
$$c_2 = \mu_2,$$
$$c_3 = \mu_3,$$
$$c_4 = \mu_4 - 3\mu_2^2,$$
$$c_5 = \mu_5 - 10\mu_3\mu_2.$$  \hspace{1cm} (88)

The cumulants can be seen as an irreducible representation of the moments. Again, this means that the knowledge of either the moments $\mu_k$, the cumulants $c_k$ or the distribution function $p_f(N)$ provide the same information.
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