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Conventions for Special Relativity

Our metric convention is
gµν = diag (1,−1,−1,−1) . (1)

A contravariant position four-vector is

xµ = (x0, x1, x2, x3) ≡ (ct, x, y, z) = (ct, ~x). (2)

A covariant position four-vector is

xµ = gµνx
ν , (3)

which gives
xµ = (x0, x1, x2, x3) ≡ (ct,−x,−y,−z) = (ct,−~x). (4)

Space-time derivatives form four-vectors,

∂µ ≡
∂

∂xµ
=

(
∂

∂x0
,
∂

∂x1
,
∂

∂x2
,
∂

∂x3

)
=

(
1

c

∂

∂t
,
∂

∂x
,
∂

∂y
,
∂

∂z

)
=

(
1

c

∂

∂t
, ~∇
)

(5)

∂µ ≡ ∂

∂xµ
=

(
∂

∂x0

,
∂

∂x1

,
∂

∂x2

,
∂

∂x3

)
=

(
1

c

∂

∂t
,− ∂

∂x
,− ∂

∂y
,− ∂

∂z

)
=

(
1

c

∂

∂t
,−~∇

)
(6)

The D’ Alambert scalar second order differential operator is

∂2 ≡ ∂µ∂
µ =

1

c2

∂2

∂t2
− ~∇2. (7)
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Chapter 1

Quantum Field Theory. Why?

The goal of this lecture series is to introduce a synthesis of quantum mechanics and special
relativity into a unified theory, the theory of quantised fields. Rendering the two theories
consistent with each other was a challenge for the physicists of the last century. Naive
generalisations of the Schrödinger equation to incorporate relativity were giving non-
physical results, such as particles with negative kinetic energies. Quantum field theory
provided the solution to this and other problems.

Quantum field theory allows us to tackle deep questions. What is a particle? Why
particles have a spin? Why particles carry electric charge? What types of charge may
exist beyond the electric charge? Why do particles have mass?

Novel phenomena emerge at high energies in collider experiments. As an example,
which has been exhaustively studied at the Large-Electron-Positron (LEP) collider in
Geneva, think of the production of a muon and its anti-particle out of the annihilation
of an electron and a positron:

e− + e+ → µ− + µ+. (1.1)

Such a common reaction cannot be explained with quantum mechanics as we have known
it so far. While we could assign a wave-function for the electron/positron system before
the reaction takes place and similarly a different wave-function for the muon/anti-muon
system, the Schrodinger equation does not predict that the latter is the evolution of the
former.

Quantised fields, on the other hand, allow for the annihilation of particles and the
creation of others, as long as this is consistent with symmetries and the corresponding
conservation laws. Quantum field theory is a predictive framework. Together with sym-
metries, it tells us precisely how particles may interact at the shortest distances and
higher energies that we have explored so far in nature.
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Chapter 2

Review of principles of classical and
quantum mechanics

Before we introduce Quantum Field Theory, it will be useful to recall how we described
the dynamics of simple mechanical systems in classical and quantum physics. In QFT,
we will postulate principles that we have already seen there, such as the principle of
least action and canonical quantization. Conservation theorems derived in classical and
quantum mechanics will also apply to QFT.

2.1 Time evolution in classical mechanics

Consider, for simplicity, a one-dimensional mechanical system whose dynamical behavior
is encoded in a Lagrangian

L (x(t), ẋ(t)) .

The Lagrangian depends on the position and the velocity, which are functions of time.
We will focus on energy conserving systems, in which the Lagrangian acquires all of its
time dependence through these functions and has no other explicit time dependence,

∂L

∂t
= 0. (2.1)

The time evolution of the position and the velocity obeys the principle of least action.
This states that the action is stable,

δS = 0 , (2.2)

under small variations of the physical trajectory

x(t)→ x(t) + δx(t). (2.3)

Eq. 2.2, leads to the Euler-Lagrange differential equation

d

dt

∂L

∂ẋ
− ∂L

∂x
= 0. (2.4)

For example, a particle moving in one-dimension under the influence of a force potential
V (x) has a Lagrangian

L =
1

2
mẋ2 − V (x), (2.5)
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and the corresponding Euler-Lagrange equation yields Newtons law

mẍ+
∂V

∂x
= 0. (2.6)

An alternative description of the same dynamics can be obtained through the Hamil-
tonian formalism. We define first the canonical momentum,

p =
∂L

∂ẋ
, (2.7)

which, in general, is a function of both the position and velocity,

p = p (x(t), ẋ(t)) . (2.8)

We now define the Hamiltonian

H(x, p) = pẋ− L, (2.9)

and pick the pair of (x, p) as our independent variables, “inverting” Eq. (2.8), and con-
sidering the velocity as a function of position and momentum,

ẋ = ẋ (x, p) . (2.10)

Differentiating the Hamiltonian with the position, we have

∂H

∂x
= . . . = −ṗ, (2.11)

while differentiating with respect to the momentum we arrive at

∂H

∂p
= . . . = ẋ. (2.12)

Therefore, alternatively to the second-order Euler-Lagrangian differential equation, we
can describe the dynamical system with the pair of first-order differential equations of
Hamilton

ṗ = −∂H
∂x

, ẋ =
∂H

∂p
. (2.13)

Let us now consider a generic physical quantity,

A = A(x, p, t). (2.14)

Differentiating with respect to time, we have

dA

dt
=

∂A

∂p
ṗ+

∂A

∂x
ẋ+

∂A

∂t
. (2.15)

Substituting above the Hamilton equations (2.13), we obtain

dA

dt
= {A,H}+

∂A

∂t
. (2.16)

where the Poisson bracket for two functions f(x, p) and g(x, p) is given by

{f, g} ≡ ∂f

∂x

∂g

∂p
− ∂f

∂p

∂g

∂x
. (2.17)

9



For example, the canonical momentum for a particle in a potential, corresponding to
the Lagrangian of Eq. (2.5), is

p =
∂L

∂ẋ
= mẋ, (2.18)

which we invert to read
ẋ =

p

m
. (2.19)

The Hamiltonian is then computed to be

H = pẋ− L =
p2

2m
+ V (x), (2.20)

and Hamilton’s equations are

ẋ =
p

m
, ṗ = −∂V

∂x
. (2.21)

and the general evolution equation reads

dA

dt
=

{
A,

p2

2m
+ V (x)

}
+
∂A

∂t
(2.22)

We will study the theoretical implications of the time-evolution equation for generic
physical quantities A above and the Poisson brackets, soon.

2.1.1 Properties of Poisson brackets

We can derive the following properties of Poisson brackets from their definition in Eq. (2.17).

• Anti-commutation,
{A,B} = −{B,A} (2.23)

• Linearity
{A,B + C} = {A,B}+ {A,C} , (2.24)

• Product rule,
{A,B C} = B {A,C}+ {A,B} C (2.25)

• Action on position and momentum

{x, p} = 1 , {x, x} = 0 , {p, p} = 0 . (2.26)

In addition, Poisson brackets satisfy the Jacobi identity

{A, {B,C}}+ {B, {C,A}}+ {C, {A,B}} = 0. (2.27)

We can now also show the inverse. For the class of functions of position and momen-
tum which have a series representation as in

f(x, p) =
∞∑

n,m=0

cnmx
npm, (2.28)

the properties of Eqs. (2.23) - (2.26), lead back to the definition of Eq. (2.17). The proof
can be somewhat lengthy but relies on simple induction.
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We first prove inductively that

{x, xm} = 0, {p, pm} = 0, (2.29)

and

{x, pm} = mpm−1 =
∂

∂p
pm, {xm, p} = mxm−1 =

∂

∂x
xm. (2.30)

Then, it follows that for a generic function f(x, p), as of Eq. 2.17, the Poisson bracket with
respect to position (momentum) is equivalent to the derivative with respect to momentum
(position),

{x, f} =
∂f

∂p
, {f, p} =

∂f

∂x
. (2.31)

Now, we can show inductively that

{xn, f(x, p)} = nxn−1∂f

∂p
=
∂ xn

∂x

∂f

∂p
, {f(x, p), pn} = npn−1∂f

∂x
=
∂ pn

∂p

∂f

∂x
. (2.32)

Now, in Eq. (2.32) and in the anticommutation, Eq. (2.23), linearity, Eq. (2.24), and
product rule, Eq. (2.25), of the Poisson brackets we have all the ingredients needed to
return back to Eq. (2.17).

{f(x, p), g(x, p)} =

{∑
nm

cnmx
npm, g(x, p)

}
=
∑
nm

cnm {xnpm, g}

=
∑
nm

cnm x
n {pm, g}+

∑
nm

cnm {xn, g} pm =
∑
nm

cnm [−xn {g, pm}+ {xn, g} pm]

=
∑
nm

cnm

[
−xn ∂p

m

∂p

∂g

∂x
+
∂xn

∂x
pm

∂g

∂p

]
=
∂f

∂x

∂g

∂p
− ∂f

∂p

∂g

∂x
. (2.33)

2.1.2 A way to think of classical time evolution

We have just then shown, that the definition of Poisson brackets in Eq. (2.17) is equivalent
to the properties of Eqs (2.23)-Eqs (2.26). We can then choose to formulate time evolution
as follows.

The dynamics of a physical system is encoded in its Hamiltonian,

H(xi, pi)

which depends on space coordinates xi and canonical momenta pi. A physical quantity
A(xi, pi, t) evolves in time according to

dA

dt
= {A,H}+

∂A

∂t
, (2.34)

and the Poisson brackets are defined to satisfy

{xi, xj} = {pi, pj} = 0, {xi, pj} = δij, (2.35)

as well as, anticommutation, linearity, and the product rule of Eqs. (2.23)-(2.25). The
above statements are all what one needs to describe the dynamic evolution of a classical
system.
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2.2 Time evolution in quantum mechanics

Physical systems are in quantum states |ψ〉 of a Hilbert space. Physical quantities, such
as the position and momentum, are hermitian operators acting on this space,

x̂i , p̂i , . . .

The mean value of experimental measurements of an observable quantity O(xi, pi), which
is represented by an operator Ô in Hilbert space, is given by

〈O〉 = 〈ψ| Ô(x̂i, p̂i) |ψ〉 . (2.36)

Quantum time evolution has a very similar form as classical evolution, in the form
presented in the subsection 2.1.2. A central object in classical evolution has been the
Poisson brackets of position and momentum. What is the analogous object for the cor-
responding quantum mechanical operators? Dirac observed that the commutator of two
operators,

[A,B] ≡ AB −BA

possesses algebraic properties analogous to the classical Poisson brackets, i.e.

[A,B] = − [B,A] , (2.37)

[A,B + C] = [A,B] + [A,C] , (2.38)

[A,BC] = B [A,C] + [A,B]C , (2.39)

[A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0 . (2.40)

In classical mechanics, the Poisson bracket of a coordinate and its canonical momentum
is a constant (unit). We will postulate the same for the commutator of their quantum
mechanical operators,

[x̂, p̂] = constant

The constant must then be imaginary, given that the positions and momenta are hermi-
tian,

constant∗ = [x̂, p̂]† =
[
p̂†, x̂†

]
= − [x̂, p̂] = −constant. (2.41)

In analogy to classical mechanics, it comes natural to postulate the following commutation
relations for positions and momenta

[x̂i, x̂j] = [p̂i, p̂j] = 0 , [x̂i, p̂j] = ih̄δij . (2.42)

Comparing Eqs. (2.42) and the Poisson bracket “postulates” for classical mechanics in
Eq. (2.35) it is motivated to identify the quantum mechanical analogue of the Poisson
bracket as the commutator,

{A,B} → 1

ih̄

[
Â, B̂

]
. (2.43)

Inspired by this analogy and Eq. (2.34), it seems natural to postulate the following time
evolution for operators of physical operators Ô (x̂i, p̂i) in quantum mechanics,

dÔ
dt

=
1

ih̄

[
Ô, Ĥ

]
, (2.44)

where Ĥ is the Hamiltonian operator.
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As we know, this is the correct evolution for operators (in the Heisenberg picture) in
quantum mechanics. Eq. (2.44) has the solution,

Ô(t) = e
i
h̄
HtÔ0e

− i
h̄
Ht. (2.45)

The Heisenberg picture will be more convenient for studying time evolution in QFT.
Eq. (2.45) is of course equivalent to the more commonly used Schrödinger picture. Indeed,
we can change picture by shifting time evolution from the operator to the quantum states

〈ψ0| Ô(t) |ψ0〉 = 〈ψ(t)| Ô0 |ψ(t)〉 , (2.46)

where
|ψ(t)〉 = e−

i
h̄
Ht |ψ0〉 . (2.47)

It is easy to see by differentiating the above equation with respect to time, that the
time-dependent states (Schrödinger picture) satisfy Schrödinger’s equation

ih̄
∂

∂t
|ψ(t)〉 = Ĥ |ψ(t)〉 . (2.48)

2.3 Conservation and symmetries in classical mechan-

ics

Symmetries will play a very important role in our introduction to Quantum Field Theory
and we will discuss them throughout this course. Let us recall here a few selected results
from classical mechanics first. We will limit ourselves, for now, to continuous symmetry
transformations of coordinates,

xi → x′i = Gij(θ
a)xj, (2.49)

which leave the Hamiltonian invariant. In the above, θa are parameters which define
the transformation (for example, for three dimensional rotations these parameters can
be chosen as θa = {ωxy, ωyz, ωzx rotation angles on the x − y, y − z and z − x planes
). We can assume that there exist a set of values of the θa parameters for which the
transformation leaves the coordinates unchanged (unit transformation). Conventionally,
we calibrate the θa’s so that

Gij(θ
a)|θa=0 = δij. (2.50)

For small values of the parameters θa we can approximate

Gij(θ
a) ≈ δij + iθaJaij, (2.51)

where the matrices Jaij are the generators of the symmetry on coordinates. Actually, the
generators are the only quantities needed in order to produce any symmetry transfor-
mation since “large” symmetry transformations can always be broken down to infinitely
small symmetry transformations for which Eq. (2.51) holds. The generators satisfy the
Lie algebra [

Ja, J b
]

= ifabcJ c, (2.52)

where fabc are the structure constants of the group.
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The symmetry transformation should preserve Poisson brackets for positions and their
corresponding momenta, {

x′i, p
′
j

}
= δij. (2.53)

If the momenta transform as
pi → p′i = G̃ijpj, (2.54)

then Eq. (2.53) yields

GikG̃jk = δij. (2.55)

For small transformations, the above equation gives

G̃(θa)ij = δij − iθaJaTij. (2.56)

Let us now consider a general quantity A(xi, pi). Under an infinitesimal symmetry
transformation as described above,

xi → x′i = xi + δxi = xi + iθaJaikxk, pi → p′i = pi + δpi = pi − iθaJaTikpk, (2.57)

A changes by
A→ A′ = A+ δA, (2.58)

with

δA =
∂A

∂xi
δxi + δpi

∂A

∂pi
= {A, pi} δxi + δpi {xi, A}

= {A, pi} δxi − δpi {A, xi} = {A, pi} δxi −
(
−iθaJaTikpk

)
{A, xi}

= {A, pi} δxi + pk
{
A,
(
iθaJaTik

)
xi
}

= {A, pi} δxi + pk {A, (iθaJaki)xi}
= {A, pi} δxi + pk {A, δxk} = {A, piδxi} . (2.59)

We have arrived to an important result, for the effect of a symmetry transformation on
a generic quantity

δA = {A, piδxi} . (2.60)

For the Hamiltonian, which we have assumed to stay invariant under our symmetry
transformations, we have that

δH = 0 ; {H, piδxi} = 0. (2.61)

This leads to the well known conclusion (Noether’s theorem) that there exist conserved
quantities as a consequence of the symmetry, namely,

d

dt
(piδxi) = i

d

dt
(θaJaikpixk) = 0. (2.62)

Since the θa’s are independent, we obtain that for every symmetry generator there is a
conserved quantity

Jaikpixk = constant, ∀ a. (2.63)
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2.3.1 A classical example

As an example, consider a system with N complex coordinates qi, i = 1 . . . N which is
dictated by the Lagrangian

L = m

3∑
i=1

q̇∗i q̇i − λ

(
3∑
i=1

q∗i qi − v

)2

(2.64)

One can easily check that the above Lagrangian is invariant under the transformation

qi → q′i = Uijqj, q∗i → q∗i
′ = U∗ijq

∗
j , (2.65)

where the transformation matrix U is unitary,

U∗kiUkj = δij (U †U = 1). (2.66)

Differentiating with respect to time, we obtain the symmetry transformations of velocities,

q̇i → q̇′i = Uij q̇j, q̇∗i → q̇∗′i = U∗ij q̇
∗
j . (2.67)

Therefore, the velocities transform exactly as their corresponding coordinates.
We now compute the canonical momenta,

pi =
∂L

∂qi
= mq̇∗i , p∗i =

∂L

∂q∗i
= mq̇i. (2.68)

Notice that the canonical momenta are

pi = mq̇∗i 6= mq̇i,

and they do not transfrom like their velocities,

pi = mq̇∗i → p′i = mq̇∗′i = mU∗ijq
∗
j = U∗ijpj =

[
U †
]T
ij
pj =

[
U−1

]T
ij
pj. (2.69)

Exercise: What are the conserved quantities predicted by Noether’s theorem, which orig-
inate from the U(N) symmetry of this Lagrangian?

2.4 Symmetries in Quantum mechanics

A continuous symmetry transformation acts on quantum states, transforming them as

|ψ〉 → |ψ′〉 = U(θa) |ψ〉 , (2.70)

where θa are parameters of the transformation. From Wigner’s theorem we know that
the transformation matrix U is linear and unitary (rather than antilinear and antiuni-
tary, which is the second allowed option of the theorem). Indeed, continuous symmetry
transformations, such as rotations or translations, contain the unit transformation (no
transformation) as an element of the group, which is linear and unitary. For small values
of the parameters we have that

U(θa) ≈ 1 + iθata, (2.71)
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where the generators of the symmetry (as represented on Hilbert space) satisfy the Lie
algebra [

ta, tb
]

= ifabctc. (2.72)

We remind that the generators Ja in the “classical mechanics”representation of a sym-
metry transformation on coordinates, as in Eq. (2.52), are different than the generators
of the representation of the symmetry on quantum states, as in Eq. (2.72). Of course,
the structure constants fabc are the same, as they are common to the generators of all
representations.

From unitarity, we can easily derive that the generators are hermitian,

U †U = 1 ; ta† = ta, (2.73)

which renders them good candidates for operators of physical (measurable) quantities. If
we assume that the expectation value of the energy of a system in an arbitrary quantum
state is invariant under the symmetry transformation,

〈ψ|H |ψ〉 = 〈ψ′|H |ψ′〉 , (2.74)

then we obtain that
U †(θa)HU(θa) = H, (2.75)

or, equivalently, that the commutator of the symmetry generators and the Hamiltonian
vanishes

[ta, H] = 0. (2.76)

On one hand, the above result implies that the generators ta are quantum mechanical
operators of conserved physical quantities,

ih̄
d

dt
ta = [ta, H] = 0. (2.77)

On the other hand, it implies that the energy spectrum is degenerate. Consider an energy
eigenstate |E〉,

H |E〉 = E |E〉 . (2.78)

Then, the states (ta |E〉) are also energy eigenstates,

[ta, H] |E〉 = 0 ; H (ta |E〉) = E (ta |E〉) . (2.79)

Under a symmetry transformation, an expectaiton value of an operator changes to

〈ψ|A |ψ〉 → 〈ψ′|A |ψ′〉 = 〈ψ|U †AU |ψ〉 . (2.80)

It is then convenient to calculate the effect of a symmetry operator on expectation values
or matrix-elements by leaving the states unchanged and performing a similarity transfor-
mation on operators

A→ A′ = U †AU, (2.81)

which, for small symmetry transformations gives

δA = A′ − A = iθa [A, ta] . (2.82)

We would now like to see how continuous symmetry transformations change a generic
operator and compare with our classical mechanics intuition. To study the variation, we
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first need to introduce the notion of a “derivative” for quantum mechanical operators.
We can do that by means of commutators with position and momenta. For a generic
operator A(xi, pi) we define the following derivatives

ih̄
∂A

∂xi
= [A, pi] , (2.83)

and

ih̄
∂A

∂pi
= [xi, A] . (2.84)

You can check with explicit calculations that the right-hand sides behave, algebraically,
like derivatives.

Now let us introduce a convention for writing down an operator which is a function of
position and momenta. We can agree to order products with positions to the right and
momenta to the left. For example, we will use the commutation relation of positino and
momenta to write A = p̂x̂ + ih̄ rather than A = x̂p̂. With this convention for casting
operators, a generic operator A(xi, pi), under a symmetry transformation, varies by

δA =
∂A

∂xi
δxi + δpi

∂A

∂pi

=
1

ih̄
[A, pi] δxi +

1

ih̄
δpi [xi, A] . (2.85)

It is now not difficult to repeat the steps in the classical mechanics derivation and to find
the quantum mechanics analogue of Eq. (2.60),

ih̄δA = [A, piδxi] . (2.86)

Analogously to classical mechanics, for A = H, we find that

[H, piδxi] = 0 ;
d

dt
(piδxi) = 0. (2.87)

This is (a case of) Noether’s theorem in quantum mechanics. Given a symmetry, it
informs us which quantum mechanical operators are conserved.

In conclusion, we have seen that by quantizing a classical system in a canonical quan-
tization formalism, we can get guidance about what quantities are conserved from our
classical studies of the system. The conserved operators commute with the Hamiltonian.
Once we have identified them from symmetries, we can find their common eigenstates
with the Hamiltonian.

We will apply exactly the same strategy for systems of an infinite number of gener-
alised coordinates (fields). For free (non-interacting) fields, the common eigenstates of
the Hamiltonian and the conserved quantities will be the ground state (vacuum), particle
and multi-particle states.
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Chapter 3

Theory of Classical Fields

We start by introducing a Lagrangian formalism for fields at the classical level. A classical
field is a continuous function defined at every point in space-time. For example, the
amplitude of a mechanical wave or an electromagnetic wave are fields. Fields contain an
infinite number of degrees of freedom, as necessitated by their existence at every point
in spacetime. However, the Lagrangian formalism for them is completely analogous to
discrete systems by a simple extension.

3.1 Fields from a discretised space (lattice)

A generalisation of the Lagrangian formalism to fields is made, if we first assume that
a field function takes non-zero values only at discrete points of a lattice which spans all
space, and then take the “continuous limit” of a zero distance between the lattice points.

As a simple example, we shall study the vibration motion in an one-dimensional
elastic rod. The rod has a mass density µ. For an elastic rod, the force applied on it is
proportional to the elongation or the compression per unit length (ξ) of the rod,

F = −Y ξ, (3.1)

where Y is a constant called Young’s modulus.
A non-vibrational rod can be seen as an infinite number of equally spaced particles

at rest, all having the same mass m, with a relative distance a. For a small spacing a,
we have

µ =
dm

dx
= lim

a→0

m

a
. (3.2)

A vibration is created when these particles are displaced from their positions at rest. We
will assume that each particle in the lattice can interact with its immediate neighbours
only. When two neighbouring particles are displaced to a larger relative distance, an
attractive force tends to bring them back to their resting position, while a repulsive force
is developed when they are found at a shorter relative distance. Such a force can be
approximated (elastic rod) by considering an elastic spring between the particles, with a
Hooke’s constant κ. The force required to elongate one spring is,

F = −κ (yi+1 − yi) = − (κa)
yi+1 − yi

a
= − (κa) ξ. (3.3)
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We can then relate the microscopic Hooke’s constant to the macroscopic Young’s modulus:

Y = lim
a→0

(κa) . (3.4)

The potential energy in the rod is equal to the sum of the potential energies in all
springs,

V =
∑
i

1

2
κ∆y2

i =
∑
i

1

2
κ(yi+1 − yi)2, (3.5)

where ∆yi = the expansion or contraction of the spring in between particle i and particle
i+ 1, and yi is the displacement of particle i from its position at rest. The kinetic energy
of all particles is,

T =
∑
i

1

2
mẏ2

i . (3.6)

The Lagrangian of the system is simply given by,

L = T − V

; L =
∑
i

[
1

2
mẏ2

i −
1

2
κ (yi+1 − yi)2

]
. (3.7)

We can easily find the equations of motion for each particle j in the discretised rod, from
the Euler-Lagrange equations ??,

d

dt

(
∂L

∂ẏk

)
− ∂L

∂yk
= 0

;
d

dt

(
∂T

∂ẏk

)
+
∂V

∂yk
= 0

;
d

dt

(
∂
∑

i
1
2
mẏ2

i

∂ẏk

)
+
∂
∑

i
1
2
κ(yi+1 − yi)2

∂yk
= 0

;
d

dt

(
∂ 1

2
mẏ2

k

∂ẏk

)
+
∂
[

1
2
κ(yk+1 − yk)2 + 1

2
κ(yk − yk−1)2

]
∂yk

= 0

; mÿk + κ(yk − yk−1)− κ(yk+1 − yk) = 0. (3.8)

Let us now consider the limit that the spacing in the discretised rod tends to zero.
The vibration amplitude yk(t), defines a continuous function at each position x in the
one-dimensional rod.

yk(t)→ y(x, t)

yk+1(t)→ y(x+ a, t)

yk−1(t)→ y(x− a, t)
yk+2(t)→ y(x+ 2a, t)

yk−2(t)→ y(x− 2a, t)

. . .

The equations of motion are written as,

mÿ(x, t)− κ [(y(x+ a, t)− y(x, t))− (y(x, t)− y(x− a, t))] = 0

;
m

a
ÿ(x, t)− κ

[
y(x+ a, t)− y(x, t)

a
− y(x, t)− y(x− a, t)

a

]
= 0

;
m

a
ÿ(x, t)− (κa)

y(x+a,t)−y(x,t)
a

− y(x,t)−y(x−a,t)
a

a
= 0. (3.9)
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Taking the limit a→ 0, we obtain the equation of motion for the vibration field y(x, t),

µ
∂2y(x, t)

∂t2
− Y ∂

2y(x, t)

∂x2
= 0. (3.10)

It is interesting to take the continuum limit in the expression of Eq. 3.7 for the
Lagrangian as well. We have,

L =
∑
i

a

[
1

2

m

a
ẏ2
i −

1

2
(κa)

(
yi+1 − yi

a

)2
]
. (3.11)

In the continuous limit, the summation turns into an integration over the position variable
x, leading to

L =

∫
dx

[
1

2
µ

(
∂y(x, t)

∂t

)2

− 1

2
Y

(
∂y(x, t)

∂x

)2
]
. (3.12)

The action is then written as an integral in time and space dimensions,

S =

∫
dtdxL, (3.13)

over a Lagrangian density,

L =
1

2
µ

(
∂y(x, t)

∂t

)2

− 1

2
Y

(
∂y(x, t)

∂x

)2

. (3.14)

Can we obtain the equations of motion (Eq. 3.10) from the action integral over the
Lagrangian density of Eq. 3.13 using the principle of least action? If so, we can avoid the
cumbersome discretisation derivation and work using a direct formalism for continuum
systems. We require that

δ

∫
dtdxL

[
y,
∂y

∂t
,
∂y

∂x

]
= 0, (3.15)

if we vary the field y(x, t) from its physical solution,

y(x, t)→ y(x, t) + δy(x, t). (3.16)

We also require that the variation of the field vanishes at the boundaries of the integra-
tions,

δy(x, t1) = δy(x, t2) = 0, δy(x1, t) = δy(x2, t) = 0. (3.17)

We then have,

δ

∫
dtdxL

[
y,
∂y

∂t
,
∂y

∂x

]
= 0

;

∫
dtdx

[
∂L
∂y
δy +

∂L
∂(∂ty)

δ(∂ty) +
∂L

∂(∂xy)
δ(∂xy)

]
= 0 (3.18)

The field variation commutes with space and time derivatives, and we can rewrite the
above equation as, ∫

dtdx

[
∂L
∂y
δy +

∂L
∂(∂ty)

∂t(δy) +
∂L

∂(∂xy)
∂x(δy)

]
= 0

;

∫
dtdx

{[
∂L
∂y
− ∂t

∂L
∂(∂ty)

− ∂x
∂L

∂(∂xy)

]
δy

+∂t

(
∂L

∂(∂ty)
δy

)
+ ∂x

(
∂L

∂(∂xy)
δy

)}
= 0. (3.19)
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Since the field variation δy is generic and it vanishes at the boundaries, we obtain an
Euler-Lagrange differential equation for y(x, t),

∂L
∂y
− ∂t

∂L
∂(∂ty)

− ∂x
∂L

∂(∂xy)
= 0. (3.20)

Substituting into this equation the Lagrangian density for the elastic rod, we find the
following equation of motion:

µ
∂2y(x, t)

∂t2
− Y ∂

2y(x, t)

∂x2
= 0, (3.21)

which is the same as Eq. 3.8

3.2 Euler-Lagrange equations for a classical field from

a Lagrangian density

We generalize readily the Lagrangian formalism developed for the one-dimensional elastic
rod example, to fields which are defined in four space-time dimensions xµ = (x0 = ct, x1 =
x, x2 = y, x3 = z). In this lecture series, we use natural units, setting h̄ = c = 1, and the
space-time metric is defined as gµν = diag(1,−1,−1,−1). We consider a system of N
fields φ(i), i = 1, . . . , N with a Lagrangian density which depends only on the fields and
their first (for simplicity) space-time derivatives

L = L
[
φ(i), ∂µφ

(i)
]
. (3.22)

The action is given by the integral,

S ≡
∫ t2

t1

dx0

∫
V

d3~xL
[
φ(i), ∂µφ

(i)
]
. (3.23)

and we consider small variations φ(i)(~x, t)→ φ(i)(~x, t) + δφ(i)(~x, t) of the fields from their
physical values which are zero at the times t1, t2 or at the boundary surface S(V ) of the
volume V ,

δφ(i)(~x, t)
∣∣
t=t1,t2

= δφ(i)(~x, t)
∣∣
~x∈S(V )

= 0, (3.24)

but arbitrary otherwise. Applying the variational principle, we obtain

δS = 0

; δ

∫
d4xL = 0

;

∫
d4x

[
∂L
∂φ(i)

δφ(i) +
∂L

∂ (∂µφ(i))
δ
(
∂µφ

(i)
)]

= 0

;

∫
d4x

[
∂L
∂φ(i)

− ∂µ
∂L

∂ (∂µφ(i))

]
δφ(i) +

∫
d4x∂µ

[
∂L

∂ (∂µφ(i))
δφ(i)

]
= 0

;

∫
d4x

[
∂L
∂φ(i)

− ∂µ
∂L

∂ (∂µφ(i))

]
δφ(i) = 0, (3.25)

where we have used the conditions for vanishing field variations at the boundaries. Given
that the functional form of the field variation δφ(i) is arbitrary, we obtain the Euler-
Lagrange differential equations,

∂L
∂φ(i)

− ∂µ
∂L

∂ (∂µφ(i))
= 0. (3.26)
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From the above derivation we can easily see that two Lagrangian densities, L and
L + ∂νF

ν(φ(i), ∂φ(i)), which differ by a total divergence yield identical Euler-Lagrange
identities. Indeed the variation of the total divergence term in the action integral is zero,

δ

∫
V,T

d4x∂νF
ν = δ

∫
S(V,T )

dσνF
ν =

∫
S(V,T )

dσνδF
ν = 0. (3.27)

In the above we have used Gauss’ theorem and that the variation of a smooth function
F of the fields and their derivatives vanishes at the boundaries of the action integral.

3.3 Noether’s theorem

We can prove a very powerful theorem for Lagrangian systems wich exhibit symmetries,
which is known as the Noether theorem. The theorem states that for every symmetry of
the system, there exists a conserved current and a corresponding conserved charge.

3.3.1 Internal field symmetry transformations

Consider a Lagrangian density
L
[
φ(i), ∂νφ

(i)
]
, (3.28)

and an infinitesimal symmetry transformation of the fields

φ(i)(x)→ φ(i)(x) + δφ(i)(x), ∂νφ
(i)(x)→ ∂νφ

(i)(x) + ∂νδφ
(i)(x). (3.29)

Under a symmetry transformation the equations of motion remain the same, therefore
the Lagrangian density can only change up to a total derivative:

δL = ∂µX
µ. (3.30)

The change in the Lagrangian density can be computed as,

δL =
∑
i

[
∂L
∂φ(i)

δφ(i) +
∂L

∂ (∂νφ(i))
∂νδφ

(i)

]
=

∑
i

{
δφ(i)

[
∂L
∂φ(i)

− ∂ν
∂L

∂ (∂νφ(i))

]
+ ∂ν

(
∂L

∂ (∂νφ(i))
δφ(i)

)}
; δL =

∑
i

∂ν

(
∂L

∂ (∂νφ(i))
δφ(i)

)
= ∂νX

ν . (3.31)

Therefore the currents

Jν =
∑
i

∂L
∂ (∂νφ(i))

δφ(i) −Xν , (3.32)

are conserved:
∂νJ

ν = 0. (3.33)

The conserved currents Jν are as many as the number of independent generators for the
transformations δφ(i).
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To each conserved current, corresponds a conserved charge, i.e. a physical quantity
which maintains the same value at all times. Indeed,

∂νJ
ν = 0

;
∂J0

∂t
+
∂J i

∂xi
= 0

;
∂J0

∂t
+ ~∇ · ~J = 0

;

∫
d3~x

∂J0

∂t
+

∫
d3~x~∇ · ~J = 0

;
∂Q

∂t
= 0 with Q =

∫
d3~xJ0 (3.34)

3.3.2 Space-Time symmetry transformations

We now consider a more complicated version of the theorem, which deals with space-
time symmetries. We consider a classical system of i = 1 . . . N physical fields φ(i), and we
assume that the Lagrangian density does not depend explicitly on space-time coordinates:

L = L
[
φ(i),

∂

∂xν
φ(i)

]
. (3.35)

However, the Lagrangian depends on the space-time coordinates implicitly, through the
fields φ(i)(xµ). This is a reasonable assumption if we require that physical laws (the
equations of motion) derived from this Lagrangian are valid everywhere and always.

We now require that if we perform a space-time symmetry transformation, such as a
translation or a rotation or a boost

xµ → x′
µ
, (3.36)

the action remains the same:

S =

∫
V

d4xL
[
φ(i)(x), ∂νφ

(i)(x)
]

=

∫
V ′
d4x′L

[
φ′

(i)
(x′),

∂

∂xν′
φ′

(i)
(x′)

]
. (3.37)

In this way, since the action is invariant under the transformation, the variational principle
δS = 0 is automatically satisfied after the transformation if it was satisfied before the
transformation. We consider continuous transformations for which there exists a choice of
the transformation parameters resulting to a unit transformation, i.e. no transformation.
An example is a Lorentz boost with some velocity ~v, where for v = 0 we have xµ → x′µ =
xµ. There are examples of symmetry transformations where this does not occur. For
example a parity transformation does not have this property, and the Noether theorem
is not applicable then. For continuous symmetry transformations, we can consider that
they are infinitesimally different than the unit transformation,

xµ → x′µ = xµ + δxµ (3.38)

with δxµ very small.
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In general, the fields φ(i) also transform under general space-time tranformations, since
they may be, for example, vectors, tensors, etc. We write, to a linear approximation,

φ′
(i)

(x′) = φ(i)(x) + ∆φ(i)(x) (3.39)

∂

∂xν′
φ′

(i)
(x′) =

∂

∂xν
φ(i)(x) + ∆

(
∂

∂xν
φ(i)(x)

)
(3.40)

(3.41)

We decompose the variation of a generic function f(x), which can stand for either a field
or its derivative f(x) = φ(i)(x), ∂νφ

(i)(x), into two parts

∆f(x) ≡ f ′(x′)− f(x) = (f ′(x′)− f(x′)) + (f(x′)− f(x)) . (3.42)

The difference in the second bracket of the right-hand side describes the change of the
field (of its derivative) due to transporting its argument from x→ x′ without considering
the change that the function itself should undergo in its form due to the transformation.
To the linear approximation,

δf(x) = f(x′)− f(x) = (f(x) + ∂µfδx
µ + . . .)− f(x) = ∂µf(x) δxµ +O(δ2). (3.43)

The remaining change originates from changing the form of the function f . We call this
difference variation at a point,

δ∗f(x′) ≡ f ′(x′)− f(x′). (3.44)

We note that, to the linear approximation, we are allowed to evaluate the variation at a
point of a field function at either the original or the transformed points as the difference
of these two differnces is of quadratic order. Indeed,

δ∗f(x′) = δ∗f(x) + (∂µδ∗f(x)) δxµ + . . . = δ∗f(x) +O(δ2). (3.45)

Explicitly, for the transformation of the fields we have

∆φ(i) = δ∗φ
(i)(x) + δxµ∂µφ

(i), (3.46)

and, for the the transformation of the field derivatives,

∆∂νφ
(i) = ∂νδ∗φ

(i)(x) + δxµ∂µ∂νφ
(i)(x). (3.47)

The action, after the transformation, becomes

S =

∫
V ′
d4x′L

[
φ′

(i)
(x′), ∂νφ

′(i)(x′)
]

=

∫
V

d4x det

(
∂x′µ
∂xν

)
L
[
φ(i)(x) + ∆φ(i)(x), ∂′νφ

(i)(x) + ∆
(
∂νφ

(i)(x)
)]
.

(3.48)

The variation of the Lagrangian density due to the symmetry transformation can be
computed as,

∆L = L
[
φ(i)(x) + ∆φ(i)(x), ∂νφ

(i)(x) + ∆
(
∂νφ

(i)(x)
)]
− L

[
φ(i)(x), ∂νφ

(i)(x)
]

; ∆L =
∑
i

[
∂L
∂φ(i)

∆φ(i) +
∂L

∂ (∂νφ(i))
∆
(
∂νφ

(i)
)]

+O
((

∆φ(i)
)2
)

(3.49)
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where the term inside the square brackets vanishes by requiring that φ(i) are physical
fields satisfying the Euler-Lagrange equations.

The Jacobian of our space-time transformation is,

det

(
∂x′µ
∂xν

)
= det

(
∂ [xµ + δxµ]

∂xν

)
= det

(
δνµ + ∂νδxµ

)
. (3.50)

We now need the determinant of a four by four matrix (µ, ν = 0, 1, 2, 3). We can verify
with an explicit calculation that through order O(δx):

det

(
∂x′µ
∂xν

)
= 1 + ∂µ (δxµ) +O((δx)2). (3.51)

[exercise: Verify the above explicitly]

Substituting the expansions of Eq. 3.49 and Eq. 3.51 in the action integral of Eq. 3.48,
and keeping terms through O

(
∆φ(i)

)
, we find

S = S +

∫
d4x [∆L+ L∂µδxµ]

; 0 =

∫
d4x

{∑
i

[
∂L
∂φ(i)

∆φ(i) +
∂L

∂ (∂νφ(i))
∆
(
∂νφ

(i)
)]

+ L∂µδxµ

}
(3.52)

Substituting Eq 3.46 and Eq 3.47 into Eq. 3.52, we obtain:

0 =

∫
d4x

∑
i

[
∂L
∂φ(i)

δ∗φ
(i) +

∂L
∂ (∂νφ(i))

∂ν
(
δ∗φ

(i)
)]

+

∫
d4x

{
L∂µδxµ + δxµ

∑
i

[
∂L
∂φ(i)

∂µφ
(i) +

∂L
∂ (∂νφ(i))

∂µ∂νφ
(i)

]}
(3.53)

Applying the chain rule, we see that the term in the curly brackets is a total divergence,

∂µ (Lδxµ) = L∂µδxµ + δxµ
∑
i

[
∂L
∂φ(i)

∂µφ
(i) +

∂L
∂ (∂νφ(i))

∂µ∂νφ
(i)

]
. (3.54)

The term in the square brackets of Eq. 3.53 can also be written as a total divergence,
applying integration by parts and using the Euler-Lagrange equations,

∂L
∂φ(i)

δ∗φ
(i) +

∂L
∂ (∂νφ(i))

∂ν
(
δ∗φ

(i)
)

=

[
∂L
∂φ(i)

− ∂ν
∂L

∂ (∂νφ(i))

]
δ∗φ

(i) + ∂ν

(
∂L

∂ (∂νφ(i))
δ∗φ

(i)

)
= ∂ν

(
∂L

∂ (∂νφ(i))
δ∗φ

(i)

)
(3.55)
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Eq. 3.53, with Eq. 3.54 and Eq. 3.55, becomes

0 =

∫
d4x

[∑
i

∂ν

(
∂L

∂ (∂νφ(i))
δ∗φ

(i)

)
+ ∂µ (Lδxµ)

]

; 0 =

∫
d4x∂ν

[∑
i

∂L
∂ (∂νφ(i))

δ∗φ
(i) + Lδxν

]
. (3.56)

This is essentially the proof of Noether’s theorem. The volume of integration in equation
Eq. 3.56 is considered to have boundaries which are arbitrary. Then, in order for Eq. 3.56
to hold, the integrand must vanish. This gives:

∂νJ
ν = 0, (3.57)

where the conserved currents are:

Jν ≡
∑
i

∂L
∂ (∂νφ(i))

δ∗φ
(i) + Lδxν (3.58)

We have therefore proven, that if the system possesses a symmetry under a space-time
transformation, then there exist conserved currents.

3.3.3 Energy-momentum tensor

For simplicity, we restrict ourselves to fields φ(i) which transform as scalars under a
space-time transformation, i.e. they do not transform:

φ′
(i)

(x′) = φ(i)(x) ; ∆φ(i) = 0. (3.59)

For this to happen, the variation of a field at a point δ∗φ
(i) must compensate the variation

δφ(i) due to changing the space-time position:

∆φ(i) = 0 ; δ∗φ
(i) + δφ(i) = 0

; δ∗φ
(i) = −δφ(i) ; δ∗φ

(i) = −δxµ∂µφ(i). (3.60)

Substituting Eq. 3.59 into Eq 3.58 we obtain

∂νT
µνδxµ = 0. (3.61)

where we have defined:

T µν ≡
∑
i

∂L
∂ (∂νφ(i))

(
∂µφ(i)

)
− Lgµν (3.62)

The tensor T µν is known as the energy-momentum tensor for reasons that will become
obvious in a while. The name stress-energy tensor is also encountered very often.

∂νJ
ν = 0, Jν = δxµT

µν . (3.63)

We note that we can write as many currents Jν as the number of the independent
δxµ space-time symmetry transformations which are obeyed by the physical system.
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Translation symmetry transformations

As a first application of the Noether theorem, we find the conserved currents and the
corresponding charges for physical systems which are symmetric under space-time trans-
lations. An infinitesimal translation transformation is

xµ → x′
µ

= xµ + εµ ; δxµ = εµ, (3.64)

where εµ is a small constant four-vector.
The corresponding conserved current is

Jν = T µνδεν , (3.65)

satisfying the continuity equation

∂νJ
ν = 0

; ∂νT
µνεµ = 0. (3.66)

The vector εµ is small but otherwise arbitrary. Then, we must have that the above
equation is satisfied in general if

∂νT
µν = 0, (3.67)

for every value of the index µ = 0, 1, 2, 3 separately.
To the four conserved currents correspond four “conserved charges” (Eq. 3.34),

P µ =

∫
d3~x T µ0. (3.68)

Specifically, the “time-component” of P µ is

P 0 =

∫
d3~x T 00

=

∫
d3~x

[∑
i

∂L
∂ (∂0φ(i))

(
∂0φ

(i)
)
− g00L

]
. (3.69)

We identify in the above a conjugate momentum for the field φ(i) is

π(i) =
∂L

∂ (∂0φ(i))
, (3.70)

and thus

P 0 =

∫
d3~x

[∑
i

π(i)∂0φ
(i) − L

]
. (3.71)

In the square bracket, we recognize a Hamiltonian density

H =
∑
i

π(i)∂0φ
(i) − L (3.72)

The conserved charge

P 0 =

∫
d3~xH, (3.73)

concluding that the charge P 0 is the Hamiltonian of the system and it is conserved.
Energy conservation is thus a pure consequence of time translation symmetry. Similarly,
we can identify the charges P i, i = 1, 2, 3 as the momentum components of the system
in the three space directions, and they are of course also conserved.
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3.3.4 Lorentz symmetry transformations and conserved cur-
rents

Lorentz transformations,
x′
µ

= Λµ
νx

ν , (3.74)

preserve the distance
ds2 = gµνdxµdxν = gµνdx′νdx

′
ν . (3.75)

This leads to

gµνdxµdxν = gµνΛρ
µΛσ

νdxρdxσ

= gρσΛµ
ρΛ

ν
σdxµdxν

; gµν = gρσΛµ
ρΛ

ν
σ. (3.76)

Considering an infinitesimal transformation,

Λµ
ν = δµν + ωµν ,+O(ω2) (3.77)

we obtain

gµν = gρσΛµ
ρΛ

ν
σ

; gµν = gρσ
(
δµρ + ωµρ + . . .

)
(δνσ + ωνσ + . . .)

; gµν = gµν + ωνµ + ωµν +O(ω2)

; ωµν = −ωνµ. (3.78)

The parameters ωµν for generating Lorentz transformations are therefore antisymmetric.
A transformed space-time coordinate is given by

x′
µ

= Λµρxρ

= (gµρ + ωµρ + . . .)xρ

= xµ + ωµρxρ +O(ω2)

; δxµ ≡ x′
µ − xµ = ωµρxρ. (3.79)

If Lorentz transformations are a symmetry of a physical system consisting of scalar
fields, then the corresponding conserved currents are

Jν = T µνδxµ = T µνxρωµρ =
1

2
T µνxρ [ωµρ − ωρµ]

=
1

2
[T µνxρωµρ − T µνxρωρµ] =

1

2
[T µνxρωµρ − T ρνxµωµρ]

; Jν =
1

2
ωµρJ µνρ with J µνρ ≡ T µνxρ − T ρνxµ. (3.80)

The continuity equations for the conserved currents Jν are,

∂νJ
ν = 0 ; ∂νJ

µνρ = 0, (3.81)

and the corresponding conserved charges are:

Mµρ =

∫
d3~xJµ0ρ =

∫
d3~x

[
T µ0xρ − T ρ0xµ

]
. (3.82)
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If we associate with T µ0 the “four-momentum density” pµ = T µ0 of the fields, then we
can interpret the above conserved currents as the field “four-angular-momentum”. For
example, the space components

M12 =

∫
d3~x

[
T 10xj − T 20xi

]
= −

∫
d3~x [~r × ~p ]3 = −L3 (3.83)

Exercise: Find the conserved currents for a Lagrangian system of

1. a vector field Aµ

2. a tensor field Xµν

if the action is invariant under a Lorentz symmetry transformation.

Poincaré symmetry transformations

We now require that a physical system of scalar fields possesses both space-time transla-
tion and Lorentz transformation symmetry,

xµ → x′
µ

= εµ + Λµ
ρx

ρ. (3.84)

The symmetry group of both translations and Lorentz transformations is called the
Poincaré group. The charge conservation equations which we have found before should
now hold simultaneously:

∂νT
µν = 0, due to translation symmetry, (3.85)

∂νJ µνρ = 0, due to Lorentz symmetry. (3.86)

This is only possible if the energy-momentum tensor T µν is symmetric. Indeed,

0 = ∂νJ µνρ = ∂ν [T µνxρ − T ρνxµ]

= xρ∂νT
µν + T µν∂νx

ρ − xµ∂νT ρν − T ρν∂νxµ

= xρ0 + T νµδρν − xµ0− T ρνδµν
= T µρ − T ρµ

; T µρ = T ρµ. (3.87)

It is not obvious that the energy-momentum tensor is symmetric from its definition:

T µν ≡
∑
i

∂L
∂ (∂νφ(i))

(
∂µφ(i)

)
− Lgµν (3.88)

does not exhibit an explicit symmetry in the indices µ and ν. However, the energy
momentum tensor is not uniquely defined. Let us consider a general tensor of the form

∂ρf
ρνµ,

which is antisymmetric in the indices ν, ρ:

fρνµ = −f νρµ.

29



We can show that such a tensor is a conserved current,

∂ν (∂ρf
ρνµ) =

1

2
[∂ν∂ρf

ρνµ − ∂ν∂ρf νρµ] (antisymmetry)

=
1

2
[∂ν∂ρf

ρνµ − ∂ρ∂νfρνµ] (relabelling)

=
1

2
[∂ν∂ρf

ρνµ − ∂ν∂ρfρνµ] = 0. (commuting derivatives) (3.89)

However it produces a null conserved charge, as we can verify easily:

Q =

∫
d3~x ∂ρf

ρ0µ

=

∫
d3~x

(
∂0f

00µ + ∂if
i0µ
)

=

∫
d3~x

(
∂00 +∇if

i0µ
)

=

∫
d3~x∇if

i0µ (using Gauss’ theorem)

= 0. (3.90)

We can therefore add such a tensor to the energy-momentum tensor,

T µν → T̄ µν = T µν + ∂ρf
ρνµ (3.91)

without modifying the corresponding conserved charges (energy and momenta). The
function fρνµ can be chosen so that T̄ µν is manifestly symmetric in the indices µ, ν.
Exercise: Consider the Lagrangian for the electromagnetic field:

L = −1

4
FµνF

µν . (3.92)

Calculate the energy-momentum tensor using Eq. 3.88. Is this symmetric? Is this gauge
invariant? Find an appropriate way to symmetrize it. Is the result gauge invariant?
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3.4 Field Hamiltonian Density from discretization

Noether’s theorem for systems with time-translation invariance gave rise to the Hamil-
tonian as a conserved quantity. We can confirm here that indeed the expression for the
Hamiltonian density of Eq. (3.72) can be derived from the known definitions in classical
mechanics of discrete systems by taking the continuous limit.

For a system with a finite number of degrees of freedom, we find the conjugate mo-
mentum of a generalised coordinate by differentiating the Lagrangian with respect to the
time derivative of the coordinate:

pj =
∂L

∂q̇j
(3.93)

The Hamiltonian of the system is then given by,

H =
∑
j

pj q̇j − L. (3.94)

Let us now start from the Lagrangian of a field (in one dimension for simplicity),

L =

∫
dxL, (3.95)

which after discretisation becomes

L =
∑
i

aLi, (3.96)

where Li is the value of the Lagrangian density at the point i of the lattice (discretised
line in our case). The field q(x, t) has a value qi(t), at the same point. The corresponding
conjugate momentum is,

pj =
∂L

∂q̇j
=
∑
i

a
∂Li
∂q̇j

. (3.97)

The Hamiltonian of discretised system is then,

H =
∑
i

a

(∑
j

q̇j
∂Li
∂q̇j
− Li

)
. (3.98)

We now assume that the discretised Lagrangian at any point i, contains the time deriva-
tive of only one degree of freedom q̇i, and no other (e.g. q̇i+1, q̇i−1, . . .):

∂Li
∂q̇j

= δij
∂Li
∂q̇i

. (3.99)

This was also the assumption that we made for the example of the elastic rod in deriving
Euler-Lagrange equations and for all physical systems that we will study. It essentially
means that each point in the lattice has its own self-determined kinetic energy. On the
other hand, the potential term in Li can depend on the coordinates of its neighbours but
we will assume that this dependence is in the form of differences will turn into derivatives
at the point i in the continuum limit. The Hamiltonian now becomes,

H =
∑
i

a

(
q̇i
∂Li
∂q̇i
− Li

)
. (3.100)
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Finally, by taking the continuum limit a → 0, we obtain a volume integral over a it
Hamiltonian density,

H =

∫
dxH (3.101)

with
H = q̇(x, t)π(x, t)− L, (3.102)

where the field conjugate momentum defined as,

π(x, t) =
∂L

∂q̇(x, t)
. (3.103)

3.4.1 Hamilton equations for fields

Let us consider a Lagrangian density L [φ, ∂µφ] for a set of fields φi(t, ~x) which take values
in three space dimensions. The conjugate momenta of the fields are defined as:

πi(t, ~x) ≡ ∂L
∂φ̇i(t, ~x)

(3.104)

For the physical Lagrangian densities that we will consider, the canonical field momenta
depend on the fields and their time derivatives (but not their space derivatives):

πi(t, ~x) = πi

[
φ(t, ~x), φ̇(t, ~x)

]
. (3.105)

We can assume that we are able to invert the above equation and cast it in the form:

φ̇i(t, ~x) = φ̇i [φ(t, ~x), π(t, ~x)] . (3.106)

Generalising the result of Eq. 3.102, the Hamiltonian density is:

H [φ, ∂jφ, π] = πiφ̇i[φ, π]− L
[
φ, ∂jφ, φ̇ [φ, π]

]
, (3.107)

with ∂j, j = 1 . . . 3 denoting spatial derivatives. It is now straightforward (exercise) to
show that

∂H
∂φi(t, ~x)

= − ∂L
∂φi(t, ~x)

(3.108)

and
∂H

∂πi(t, ~x)
= φ̇i(t, ~x). (3.109)

We can now separate the time and space derivatives in the Euler-Lagrange equations:

∂0
∂L
∂φ̇i

=
∂L
∂φi
− ∂j

∂L
∂ (∂jφi)

(3.110)

Recalling the definition of the canonica momentum, we arrive to Hamilton equations for
fields:

φ̇i(t, ~x) =
∂H

∂πi(t, ~x)
, π̇i(t, ~x) = − ∂H

∂φi(t, ~x)
+ ∂j

∂H
∂ (∂jφi)

(3.111)
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3.5 An example: acoustic waves

As an example, we use an elastic medium (e.g. air) for acoustic waves. The Lagrangian
density is a generalisation in three space dimensions of the elastic rod Lagrangian that
we have already studied.

L =
ρ

2

(
∂y(~r, t)

∂t

)2

− ρv2
sound

2

(
~∇y(~r, t)

)2

, (3.112)

with vsound the speed of sound. Setting vsound = 1, we write

L =
ρ

2
(∂µy) (∂µy)

≡ ρ

2

[
(∂x0y)2 − (∂x1y)2 − (∂x2y)2 − (∂x3y)2] . (3.113)

We first find the corresponding Euler-Lagrange equations, where we need the derivatives

∂L
∂y

= 0, (3.114)

∂L
∂ (∂µy)

= ρ ∂µy, ∂µ
∂L

∂ (∂µy)
= ρ ∂µ∂

µy = ρ∂2y. (3.115)

The equations of motion are

∂µ
∂L

∂ (∂µy)
=

∂L
∂y

; ∂2y = 0. (3.116)

A solution of the equation of motion is a plane-wave

y = eikµx
µ ≡ eik·x, with kµk

µ = k2 = 0. (3.117)

The conjugate momentum of the field y is,

π ≡ ∂L
∂ (∂0y)

= ρ∂0y

; ∂0y =
π

ρ
. (3.118)

The Hamiltonian density is

H ≡ π∂0y − L

; H =
π2

2ρ
+

1

2
ρ
(
~∇y
)2

. (3.119)
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Chapter 4

Quantisation of the Schrödinger field

We start our study of field quantisation, by first reproducing the known results of Quan-
tum Mechanics, for a system of many identical non-interacting particles.

4.1 The Schrödinger equation from a Lagrangian den-

sity

As a first step, we introduce a Lagrangian that yields the Schrödinger equation for a free
particle with the Euler-Lagrange formalism. We can verify that the following density,

L = iψ∗
∂ψ

∂t
−

(
~∇ψ∗

)(
~∇ψ
)

2m
(4.1)

does exactly this. ψ and ψ∗ turn out to be complex conjugate when they take their
physical values, but this is not an assumption that we have to do now ourselves. It will
be a natural consequence of solving the Euler-Lagrange equations, which are:

0 = ∂µ
∂L

∂ (∂µψ)
− ∂L
∂ψ

= ∂0
∂L

∂ (∂0ψ)
+ ∂i

∂L
∂ (∂iψ)

− ∂L
∂ψ

= i
∂ψ∗

∂t
+
∂i∂

iψ∗

2m
+ 0

; 0 =

[
i
∂

∂t
− ∇

2

2m

]
ψ∗, (4.2)

and

0 = ∂µ
∂L

∂ (∂µψ∗)
− ∂L
∂ψ∗

= ∂0
∂L

∂ (∂0ψ∗)
+ ∂i

∂L
∂ (∂iψ∗)

− ∂L
∂ψ∗

= 0 +
∂i∂

iψ

2m
− i∂ψ

∂t

; 0 =

[
i
∂

∂t
+
∇2

2m

]
ψ. (4.3)

Indeed, we obtain the Schrödinger equation for ψ and its complex conjugate for ψ∗. A
general solution of the above equations is a superposition of plane-wave solutions,

ψ(~x, t) =

∫
d3~k

(2π)3
a(~k)e−i(ωkt−

~k~x), with ωk =
~k2

2m
. (4.4)
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It is also useful to compute the conjugate momenta for ψ and ψ∗ as well as the
Hamiltonian density corresponding to the Schrödinger Lagrangian. We find

π =
∂L

∂ (∂0ψ)
= iψ∗, (4.5)

and

π∗ =
∂L

∂ (∂0ψ∗)
= 0. (4.6)

The Hamiltonian density is

H = π∂0ψ + π∗∂0ψ
∗ − L

; H = −(∂iψ
∗) (∂iψ)

2m
=

(
~∇ψ∗

)(
~∇ψ
)

2m
. (4.7)

Notice that this Hamiltonian density differs from

− ψ∗∇2ψ

2m
=

(
~∇ψ∗

)(
~∇ψ
)

2m
−
~∇
(
ψ∗~∇ψ

)
2m

, (4.8)

by a total divergence which does not contribute to the Hamiltonian integral H =
∫
d3~xH.

Substituting the general solution of Eq. 4.4 in the expression for the Hamiltonian
density, Eq. 4.7, we obtain

H =

∫
d3~k1

(2π)3

d3~k2

(2π)3

~k1
~k2

2m
e−i[(ωk2

−ωk1)t−(~k2−~k1)~x]a∗(k2)a(k1) (4.9)

The Hamiltonian of the Schrödinger field is,

H =

∫
d3~xH, (4.10)

and we can perform the volume integration easily using
∫
d3~xei

~k·~x = (2π)3δ(3)(~k). We
find the following expression for the Hamiltonian,

H =

∫
d3~k

(2π)3
ωk a

∗(k)a(k). (4.11)

4.2 Symmetries of the Schroedinger field

Under the transformation:

ψ(~x, t)→ eiθ ψ(~x, t) ψ∗(~x, t)→ e−iθ ψ∗(~x, t). (4.12)

the Schrödinger Lagrangian is invariant:

L → L. (4.13)

In an infinitesimal form we have

δψ = iθψ δψ∗ = −iθψ∗. (4.14)
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Noether’s theorem tells us that the following current:

Jµ = (J0, ~J), (4.15)

with

J0 =
∂L

∂(∂∂0ψ)
δψ +

∂L
∂(∂∂0ψ∗)

δψ∗ = −iθψ∗ψ (4.16)

and

J i =
∂L

∂(∂∂iψ)
δψ +

∂L
∂(∂∂iψ∗)

δψ∗ = −iθ
i
[
ψ~∇ψ∗ − ψ∗~∇ψ

]
2m

(4.17)

is conserved:
∂J0

∂t
+ ~∇ · ~J = 0. (4.18)

The conserved charge corresponding to this “phase” symmetry transformation is:

N =

∫
d3~xJ0 =

∫
d3~xψ∗(~x, t)ψ(~x, t). (4.19)

where we have dropped an unnecessary −iθ normalization factor. Substituting the so-
lution of Eq. 4.4 of the equations of motion and performing the integrations over the
volume we find:

N =

∫
d3~k

(2π)3
a∗(~k)a(~k). (4.20)

It satisfies that:
dN

dt
= 0. (4.21)

The Lagrangian is also invariant under space-time translations and space rotations.
Symmetry under time translations dictates that the Hamiltonian of Eq. 4.11 is also con-
served:

dH

dt
= 0. (4.22)

Symmetry under space translations predicts the existence of a conserved field momentum

P i =

∫
d3xT 0i. (4.23)

Explicitly, for the Schrödinger field we find,

~P =

∫
d3~k

(2π)3
~k a∗(~k)a(~k), (4.24)

and it is, of course, time independent:

d~P

dt
= 0. (4.25)

Exercise:

• Calculate the components of the energy-momentum tensor for the Scrödinger field

• Prove Eq. 4.24 for the total momentum of the Schrödinger field
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• Show that the Lagrangian for the Schrödinger field is invariant under space rota-
tions. What are the corresponding conserved charges (angular momentum)? Can
you find an expression for the field angular momentum which is manifestly time
independent?

• Calculate the change of the Lagrangian of the Schrödinger field under an infinitesi-
mal Lorentz boost transformation. Prove that also the action is not invariant under
boost transformations.

4.3 Quantisation of Fields

For a system with a finite number of degrees of freedom L[qiq̇i], the quantisation procedure
is the following. For each generalised coordinate we find first the corresponding conjugate
momentum

pj =
∂L

∂q̇j
. (4.26)

Then we promote all qi, pi to operators, which satisfy commutation relations,

[qi, pj] = iδij, (4.27)

and
[pi, pj] = [qi, qj] = 0. (4.28)

We now need to generalize this quantisation procedure to systems of fields, where the
number of degrees of freedom is infinite. Viewing fields as the continuum limit of a
discrete spectrum of degrees of freedom is particularly useful. In this way, we can make
the “discrete to continuum” correspondence:

j → ~x,

qj(t) → φ(~x, t)

pj(t) → π(~x, t). (4.29)

We are now at place to impose quantisation conditions for fields. The canonical prescrip-
tion for quantising bosonic fields is:

[φ(~x1, t), π(~x2, t)] = iδ(3)(~x1 − ~x2), (4.30)

and
[φ(~x1, t), φ(~x2, t)] = [π(~x1t), π(~x2, t)] = 0. (4.31)

where the Kronecker symbol of the discrete equations has been replaced by a Dirac delta
function.

We remark that our quantisation procedure should not be viewed as a result of a
mathematical derivation but rather as an axiom that defines our quantum theory. We
shall need to revise this procedure a few times, for example when we quantise fermionic
fields and gauge fields with self-interactions (like gluons).
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4.4 Quantised Schrödinger field

We can apply the field quantisation conditions of the previous section (Eqs 4.30 - 4.31) to
the Schrödinger field ψ(~x, t) and its conjugate momentum π(~x, t) = iψ∗(~x, t). We obtain

[ψ(~x1, t), π(~x2, t)] = iδ(3)(x1 − x2)

; [ψ(~x1, t), ψ
∗(~x2, t)] = δ(3)(x1 − x2), (4.32)

and

[ψ(~x1, t), ψ(~x2, t)] = [π(~x1, t), π(~x2, t)] = 0

; [ψ(~x1, t), ψ(~x2, t)] = [ψ∗(~x1, t), ψ
∗(~x2, t)] = 0. (4.33)

We now run into a problem if we impose a quantisation condition for ψ∗ and π∗, since
we have found π∗ = 0 in Eq. 4.6. The requirement,

δ(3)(~x1, ~x2) = [ψ∗(~x1, t), π
∗~x2, t] = [ψ∗(~x1, t), 0] = 0, (4.34)

is clearly inconsistent.
To circumvent the problem we exploit the freedom we have in writing down the

Lagrangian of the Schrödinger field in Eq. 4.1. A different Lagrangian which is classically
equivalent, yielding identical equations of motion,

Lnew =
i

2
ψ∗
∂ψ

∂t
− i

2
ψ
∂ψ∗

∂t
−

(
~∇ψ∗

)(
~∇ψ
)

2m
. (4.35)

This Lagrangian differs from the one of Eq. 4.1 by a time derivative i
2
∂t (ψ∗ψ).

Exercise:Verify that this Lagrangian yields the Scrödinger equation as Euler-Lagrange
equations and the conserved quantities of section 4.2

With Lnew both π and π∗ are non-vanishing, and all commutation relations that we
can write lead to one set of three quantisation conditions which are equivalent 1 with
Eqs 4.32 - 4.33. This is an illustrative example showing that not all Lagrangian densities
which are equivalent at the classical level, i.e. yield the same equations of motion, can
be subjected to a self-consistent quantisation. In our case, Lnew can be quantised while
L cannot.

To summarise, the quantisation conditions for the Schrödinger field and its conjugate
are:

[ψ(~x1, t), ψ(~x2, t)] = [ψ∗(~x1, t), ψ
∗(~x2, t)] = 0,

[ψ(~x1, t), ψ
∗(~x2, t)] = δ(3) (~x2 − ~x1) . (4.36)

From these quantisation conditions for the fields, it is easy to derive the corresponding
quantisation conditions for the operators a(~k) and a∗(~k). First we observe, from Eq. 4.4

that the operators a(~k) and a∗(~k) are Fourier transforms of ψ and ψ∗ respectively,

a(~k) =

∫
d3~xφ(~x, t)ei[ωkt−

~k·~x]. (4.37)

1to obtain the same quantisation conditions we need to impose [ψ(~x, t), π(~y, t)] = i
2δ

(3)(~x − ~y) and

[ψ∗(~x, t), π∗(~y, t)] = i
2δ

(3)(~x− ~y).
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Exercise: Verify explicitly the above by substituting in the expression of Eq. 4.4 for the
field φ.
Then, we have[

a(~k1), a∗(~k2)
]

=

∫
d3~x1d

3~x2e
i[ωk1

t−~k1·~x1]e−i[ωk2
t−~k2·~x2] [φ(~x1, t), φ

∗(~x2, t)]

=

∫
d3~x1d

3~x2e
i[ωk1

t−~k1·~x1]e−i[ωk2
t−~k2·~x2]δ(3) (~x2 − ~x1)

=

∫
d3~xei[(ωk1

−ωk2)t−(~k1−~k2)·~x]

;

[
a(~k1), a∗(~k2)

]
= (2π)3 δ(3)

(
~k1 − ~k2

)
. (4.38)

Similarly (exercise), we can prove that[
a(~k1), a(~k2)

]
=
[
a∗(~k1), a∗(~k2)

]
= 0. (4.39)

To emphasise that a∗ and ψ∗ are now operators, we write

a∗ → a†, ψ∗ → ψ†.

4.5 Particle states from quantised fields

Let us now look at the so called “number density” operator

N (k) ≡ a†(k)a(k). (4.40)

We can prove that

[N (k), a(p)] =
[
a†(k)a(k), a(p)

]
= a†(k) [a(k), a(p)] +

[
a†(k), a(p)

]
a(k)

; [N (k), a(p)] = − (2π)3 δ(3)(~k − ~p)a(p). (4.41)

Also, in the same manner we find that[
N (k), a†(p)

]
= (2π)3 δ(3)(~k − ~p)a†(p). (4.42)

It is also easy to prove ((exercise)) that two number density operators commute with
each other,

[N (k),N (p)] =
[
N(k), a†(p)a(p)

]
=
[
N (k), a†(p)

]
a(p) + a†(p) [N (k), a(p)]

= (2π)3 δ(3)(~k − ~p)a†(p)a(p)− (2π)3 δ(3)(~k − ~p)a†(p)a(p)

; [N (k),N (p)] = 0. (4.43)
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We recall that the Hamiltonian is (Eq. 4.11),

H =

∫
d3~k

(2π)3
ωk a

†(k)a(k) ; H =

∫
d3~k

(2π)3
ωkN (k). (4.44)

Obviously, it commutes with the number density operator,

[N (p), H] =

[
N (p),

∫
d3~k

(2π)3
ωkN (k)

]
=

∫
d3~k

(2π)3
ωk [N (p),N (k)] = 0. (4.45)

As a consequence, the eigenstates of the Hamiltonian can be found as eigenstates of the
“number density” operator, or the “particle number operator”, defined as

N̂ ≡
∫

d3~k

(2π)3
N(k) =

∫
d3~k

(2π)3
a†(k)a(k), (4.46)

and which also obviously commutes with the Hamiltonian. This is not a surprise, since
we have found earlier that at the classical level this quantity is conserved due to the phase
symmetry of the Lagrangian.

From Eqs 4.41-4.42, we derive that[
N̂ , a†(p)

]
= +a†(p), (4.47)

and [
N̂ , a(p)

]
= −a(p). (4.48)

If a state |n〉 is eigenstate of the number operator N̂ with eigenvalue n,

N̂ |n〉 = n |n〉 , (4.49)

then the states a†(p) |n〉 and a(p) |n〉 are also eigenstates with eigenvalues n+1 and n−1
correspondingly. Indeed,

N̂
(
a†(p) |n〉

)
=
{[
N̂ , a†(p)

]
+ a†(p)N̂

}
|n〉

; N̂
(
a†(p) |n〉

)
=
{

+a†(p) + a†(p)n
}
|n〉

; N̂
(
a†(p) |n〉

)
= (n+ 1)

(
a†(p) |n〉

)
, (4.50)

and

N̂ (a(p) |n〉) =
{[
N̂ , a(p)

]
+ a(p)N̂

}
|n〉

; N̂ (a(p) |n〉) = {−a(p) + a(p)n} |n〉
; N̂ (a(p) |n〉) = (n− 1) (a(p) |n〉) . (4.51)

We can prove that the eigenvalues of the number operator must always be positive, if
the corresponding eigenstates are states of a Hilbert space with a positive norm. Consider
the state |ω〉 = a(p) |n〉,

0 ≤ || |ω〉 ||2 = 〈ω| ω〉 = 〈n| a†(p)a(p) |n〉 = 〈n| N (p) |n〉

; 0 ≤ 〈n|
(∫

d3~p

(2π)3
N (p)

)
|n〉 = 〈n| N̂ |n〉 = n 〈n| n〉 = n|| |n〉 ||2

; n ≥ 0. (4.52)
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This condition is in an apparent contradiction with Eq. 4.48, since a repeated application
of the operator a(p) on a positive eigenvalue will eventually yield an eigenstate with
a negative eigenvalue. This is true , if all eigenstates are not annihilated by the a(p)
operator. Assume, however, that there is a state |0〉 which is annihilated by a(p),

a(p) |0〉 = 0. (4.53)

This state is an eigenstate of the number operator with a zero eigenvalue:

a(p) |0〉 = 0

; a†(p)a(p) |0〉 = 0 |0〉;
(∫

d3~p

(2π)3
a†(p)a(p)

)
|0〉 = 0 |0〉

; N̂ |0〉 = 0 |0〉
(4.54)

Then, Eq. 4.53 only permits to act on the vacuum state with a† operators, producing
eigenstates of the number operator with positive integer eigenvalues. For example, for a
general state

|1particle〉 ≡
∫

d3 ~p1

(2π)3
f(p1)a†(p1) |0〉 , (4.55)

we have (exercise):

N̂ |1particle〉 = (+1) |1particle〉 . (4.56)

Similarly, for a general state:

|2particles〉 ≡
∫

d3 ~p1

(2π)3

d3 ~p2

(2π)3
f(p1, p2)a†(p1)a†(p2) |0〉 , (4.57)

we have (exercise):

N̂ |2particles〉 = (+2) |2particles〉 , (4.58)

and so on:
N̂ |mparticles〉 = (+m) |mparticles〉 , (4.59)

with

|mparticles〉 ≡
∫ m∏

i=1

(
d3~pi

(2π)3
a†(pi)

)
|0〉 f(p1, . . . , pm). (4.60)

Suggestively, we have labeled the eigenstates of the number operator N̂ , as states
of a discrete number of particles. This becomes better justified when we find common
eigenstates with the Hamiltonian H and the field momentum operators. The states of
Eq. 4.60 with f(p1, . . . , pm) =

∏
i(2π)3δ(3)(pi − ki), i = 1 . . .m:

|~p1, . . . , ~pm〉 ≡

(
m∏
i=1

a†(ki)

)
|0〉 (4.61)

diagonalize the Hamiltonian,

H |~p1, . . . , ~pm〉 = E |~p1, . . . , ~pm〉 , with E =
m∑
i=1

ωki (4.62)
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Exercise:Show the above for m=1 and m=2. Get convinced that it is valid for arbitrary
m.
It is easy to see that a state |~p1, . . . , ~pm〉 of Eq. 4.61 is also an eigenstate of the field
momentum operator:

~P |~p1, . . . , ~pm〉 = ~p |~p1, . . . , ~pm〉 , with ~p =
m∑
i=1

~ki (4.63)

Exercise:Show the above for m=1 and m=2. Get convinced that it is valid for arbitrary
m.

To summarize, we have proven that the states of Eq. 4.61 are simultaneous eigenstates
of the “number-operator”, the field Hamiltonian operator, and the field momentum op-
erator. Their eigenvalues are the number of particles, the sum of their energies, and the
number of their momenta respectively. We therefore see that the quantisation of the
Schrödinger field is a very elegant formalism to describe multi-particle states.

Exercise:Show that an n-particle eigenstate of the Hamiltonian for a free Schrödinger
field is also an eigenstate of an angular momentum operator.

Exercise:We can write the Schrödinger field as

ψ(~x, t) = ρ(~x, t)e−iφ(~x,t), ψ(~x, t)∗ = ρ(~x, t)eiφ(~x,t), (4.64)

where ρ, φ are real fields.

• Cast the Lagrangian in terms of the ρ, φ fields.

• Write down their equations of motion.

• What is the Hamiltonian in terms of the φ, ρ fields?

• Attempt to carry out the quantisation of the theory imposing commutation relations
on the ρ, φ fields and their conjugate momenta.

Exercise: Find the energy, momentum and particle number operator for the following
Lagrangian:

Lnew =
i

2
ψ∗
∂ψ

∂t
− i

2
ψ
∂ψ∗

∂t
−

(
~∇ψ∗

)(
~∇ψ
)

2m
+ λψ∗ψ. (4.65)

Show that they commute and find their common eigenstates.

4.6 What is the wave-function in the field quantisa-

tion formalism?

In quantum mechanics, the wave function y(~x, t)2 corresponding to a single particle state
is the probability amplitude to find a particle at a position ~x,

y(~x, t) = 〈1particle| ~x〉 . (4.66)

2In this section, we use the letter y to denote the wave-function, and the letter ψ for the Schrödinger
field operator.
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For a system of N particles the wave-function is the probability amplitude to find the N
particles at positions x1, x2, . . . xN .

y(~x1, . . . ~xN , t) = 〈~x1, . . . , ~xN | Nparticles〉 . (4.67)

The wave-function satisfies the Schrödinger equation, which for free particles is:[
i
∂

∂t
+

N∑
i=1

~∇2
xi

2m

]
y(~x1, . . . ~xN , t) = 0. (4.68)

Let us now look at a generic N-particle state of the previous section, Eq. 4.60,

|Nparticles〉 =

∫ ( N∏
i=1

d3~pi
(2π)3

a†(pi)

)
|0〉 f(p1, . . . , pN), (4.69)

where we can express the creation operators a†(pi) as Fourier transforms of the field
operators φ†(~x, t). Substituting Eq. 4.37 into Eq. 4.69, we obtain

|Nparticles〉 =

∫ ( N∏
i=1

d3~xi

)
|S(x1, . . . , xN)〉 f̃(x1, . . . , xN , t), (4.70)

with,

|S(x1, . . . , xN)〉 =

(
N∏
i=1

ψ†(xi)

)
|0〉 , (4.71)

and

f̃(x1, . . . , xN , t) =

∫ (
d3~pi

(2π)3
e−i(ωpi t−~pi~xi)

)
f(p1, . . . , pN). (4.72)

By an explicit calculation (exercise), we can verify that[
i
∂

∂t
+

N∑
i=1

~∇2
xi

2m

]
f̃(~x1, . . . ~xN , t) = 0, (4.73)

i.e. it satisfies the Schrödinger equation. Therefore the function f̃ , is identified as the
wave-function y(x1, . . . xN , t),

f̃(x1, . . . xN , t) = y(x1, . . . xN , t) = 〈~x1, . . . , ~xN | Nparticles〉 . (4.74)

Using this observation, we write Eq.4.70 as

|Nparticles〉 =

∫ ( N∏
i=1

d3~xi

)
|S(x1, . . . , xN)〉 〈~x1, . . . , ~xN | Nparticles〉 ,

; |Nparticles〉 =

[∫ ( N∏
i=1

d3~xi

)
|S(x1, . . . , xN)〉 〈~x1, . . . , ~xN |

]
|Nparticles〉

(4.75)

Inside the square bracket we have a unit operator, which leads us to the conclusion that

|S(x1, . . . , xN)〉 = |~x1, . . . , ~xN〉 . (4.76)

We summarize the main result of this section, which connect the field operator formalism
with the traditional wave-function description of non-relativistic Quantum Mechanics.
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• A quantum mechanical state of N particles at positions ~x1, . . . ~xN is given by the
action of field operators on the vacuum state:

|~x1, . . . ~xN〉 =

(
N∏
i=1

ψ†(xi)

)
|0〉 . (4.77)

• A general N−particle state is a superposition,

|Nparticles〉 =

∫
d3~x1 . . . d

3~x1f̃(x1, . . . , xN) |~x1, . . . ~xN〉 . (4.78)

• The kernel of the superposition integral is the wave-function, satisfying the Schrödinger
equation [

i
∂

∂t
+

N∑
i=1

~∇2
xi

2m

]
f̃(~x1, . . . ~xN , t) = 0. (4.79)
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Chapter 5

The Klein-Gordon Field

In the study of the Schrödinger field, we demonstrated how Quantum Field theory can
be made to construct quantum states of particles, with certain momentum and an energy
momentum relation:

E =
~p2

2m
. (5.1)

This is the correct energy-momentum relation in the non-relativistic limit. Would it
be possible to modify this procedure in such a way so that we obtain the relativistic
energy-momentum relation

E2 = ~p2 +m2? (5.2)

5.1 Real Klein-Gordon field

Let us consider the Lagrangian

L =
1

2
(∂µφ) (∂µφ)− 1

2
m2φ2. (5.3)

where φ is a real scalar field. This Lagrangian is invariant under Lorentz transformations
and therefore consistent with special relativity. We will attempt to write a quantum
relativistic theory of free scalar particles (spin-0), by quantising the field φ.

5.1.1 Real solution of the Klein-Gordon equation

The Euler-Lagrangian equation for the field φ of Eq. 5.3 is,

∂µ
∂L

∂ (∂µφ)
− ∂L
∂φ

= 0

;
[
∂2 +m2

]
φ(x) = 0. (5.4)

This is known as the Klein-Gordon equation.
We shall find a general solution of the Klein-Gordon equation for a real field φ. We

start with the ansatz:

φ(x) =

∫
d4k

(2π)4

[
f(k)e−ik·x + f ∗(k)e+ik·x] , (5.5)
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which is manifestly real. In addition, it is invariant under Lorentz transformations, as it
is anticipated for a scalar field. Substituting into the Klein-Gordon equation we find,∫

d4k

(2π)4

(
m2 − k2

) [
f(k)e−ik·x + f ∗(k)e+ik·x] = 0. (5.6)

The above is satisfied if we have,

f(k) = (2π)δ(k2 −m2)c(k), f ∗(k) = (2π)δ(k2 −m2)c∗(k). (5.7)

A general real solution of the Klein-Gordon equation is:

φ(xµ) =

∫
d4k

(2π)3
δ
(
m2 − k2

) [
c(k)e−ik·x + c∗(k)e+ik·x] . (5.8)

The delta function requires that

k2 = kµk
µ = m2 ; k0 = ±ωk, with ωk =

√
~k2 +m2. (5.9)

The delta function can be written as,

δ(k2 −m2) = δ(k2
0 − ω2

k) =
δ(k0 − ωk) + δ(k0 + ωk)

2ωk
. (5.10)

We can now perform the k0 integration in Eq. 5.8, obtaining

φ(xµ) =

∫
d3~k

(2π)32ωk

[
c(ωk, ~k)e−i(ωkt−

~k~x) + c(−ωk, ~k)e+i(ωkt+~k~x)

+c∗(ωk, ~k)e+i(ωkt−~k~x) + c∗(−ωk, ~k)e−i(ωkt+
~k~x)
]

(5.11)

We perform a change of integration ~k → −~k to the integrals corresponding to the second
and fourth term of the sum inside the square bracket. Then, the four terms can be
grouped together into a sum of only two exponentials, and we can write the general
solution as:

φ(xµ) =

∫
d3~k

(2π)32ωk

[
a(~k)e−i(ωkt−

~k~x) + a∗(~k)ei(ωkt−
~k~x)
]
, (5.12)

where a(~k) = c(ωk, ~k) + c∗(−ωk,−~k).
We remark that we often write the integration measure in an explicitly Lorentz in-

variant form,∫
d3~k

(2π)32ωk
=

∫
d4k

(2π)3
δ(k2 −m2)Θ(k0 > 0) =

∫
d4k

(2π)3
δ(+)(k2 −m2), (5.13)

with
δ(+)(k2 −m2) ≡ δ(k2 −m2)Θ(k0 > 0). (5.14)

The measure is invariant under orthochronous transformations which do not change the
sign of the time-like component of the integration variable.
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5.1.2 Quantitation of the real Klein-Gordon field

The conjugate momentum of the Klein-Gordon field, φ(~x, t), is

π =
∂L

∂(∂0φ)
= ∂0φ. (5.15)

The Hamiltonian of the Klein-Gordon field is,

H =

∫
d3~x

(∂0φ)2 +
(
~∇φ
)2

+m2φ2

2
. (5.16)

Substituting into the Hamiltonian integral the solution of Eq. 5.12, and performing the
integration over the space volume, we find:

H =

∫
d3~k

(2π)32ωk

ωk
2

[
a†(k)a(k) + a(k)a†(k)

]
, (5.17)

where we have promoted the field into an operator. We now impose commutation relations
for the field and its conjugate momentum,

[φ(~x1, t), φ(~x2, t)] = [π(~x1, t), π(~x2, t)] = 0, (5.18)

and
[φ(~x1, t), π(~x2, t)] = iδ(3) (~x2 − ~x1) . (5.19)

With a straightforward calculation, we can verify (exercise) that the operators a and a†

are written in terms of the φ and π operators as,

a(k) = i

∫
d3~xei(ωkt−

~k~x) [π(~x, t)− iωkφ(~x, t)] , (5.20)

and

a†(k) = −i
∫
d3~xe−i(ωkt−

~k~x) [π(~x, t) + iωkφ(~x, t)] . (5.21)

Then we can compute the commutators that can be formed with a and a†. We find
(exercise),

[a(k1), a(k2)] =
[
a†(k1), a†(k2)

]
= 0, (5.22)

and [
a(k1), a†(k2)

]
= (2π)3(2ωk1)δ(3)

(
~k1 − ~k2

)
. (5.23)

5.1.3 Particle states for the real Klein-Gordon field

We can now construct the particle number operator,

N̂ =

∫
d3~k

(2π)32ωk
a†(k)a(k), (5.24)

for which we can prove that [
N̂ , a(p)

]
= −a(p), (5.25)
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and [
N̂ , a†(p)

]
= +a†(p). (5.26)

Therefore, the operators a(p) and a†(p) are ladder operators. In particular, if a state |S〉
is an eigenstate of the number operator N̂ with eigenvalue n, then the states a(p) |S〉
and a†(p) |S〉 are also eigenstates with eigenvalues n − 1 and n + 1 respectively. The
construction of particle states proceeds similarly to the quantisation for the Schrödinger
field, after we observe that the field Hamiltonian and the number operator commute
(exercise): [

N̂ ,H
]

= 0. (5.27)

The above equations lead to the existence of a vacuum state |0〉, which is annihilated by
the operator a(k),

a(k) |0〉 = 0. (5.28)

The vacuum state is an eigenstate of the number operator with a zero eigenvalue,

N̂ |0〉 = 0 |0〉 . (5.29)

All other states can be produced from the vacuum state, by acting on it with creation
operators a†(pi). A generic state

|Ψm〉 ≡

(
m∏
i=1

a†(pi)

)
|0〉 , (5.30)

contains m particles,
N̂ |Ψm〉 = m |Ψm〉 . (5.31)

5.1.4 Energy of particles and “normal ordering”

We consider the simplest case for a |Ψm〉 state,

|p〉 ≡ a†(p) |0〉 , (5.32)

which is an one-particle state, satisfying

N̂ |p〉 = 1 |p〉 . (5.33)

We can compute the energy level of the state by acting on it with the field Hamiltonian
operator,

H |p〉 =

∫
d3~k

(2π)32ωk

ωk
2

{
a†(k)a(k) + a(k)a†(k)

}
|p〉

=

∫
d3~k

(2π)32ωk

ωk
2

{
2a†(k)a(k) +

[
a(k), a†(k)

]}
|p〉

=

∫
d3~k

(2π)32ωk

ωk
2

{
2a†(k)a(k) + (2π)3 2ωkδ

(3)(0)
}
|p〉

; H |p〉 =

(
ωp + δ(3)(0)

[∫
d3~k

ωk
2

])
|p〉 . (5.34)
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To our surprise, we find an infinite eigenvalue! This is at first sight very embarrassing.
We can make sense of this infinity, if we look at the energy of the vacuum state, which

contains no particles.

H |0〉 =

∫
d3~k

(2π)32ωk

ωk
2

{
a†(k)a(k) + a(k)a†(k)

}
|0〉

=

∫
d3~k

(2π)32ωk

ωk
2

{
2a†(k)a(k) +

[
a(k), a†(k)

]}
|0〉

=

∫
d3~k

(2π)32ωk

ωk
2

{
2a†(k)a(k) + (2π)3 2ωkδ

(3)(0)
}
|0〉

; H |0〉 = δ(3)(0)

[∫
d3~k

ωk
2

]
|0〉

; δ(3)(0)

[∫
d3~k

ωk
2

]
= 〈0|H |0〉 = Evacuum. (5.35)

We find that the field Hamiltonian gives an energy eigenvalue for the vacuum state
in Eq. 5.35 which is equal to the same infinite constant that appeared in the energy
eigenvalue (Eq. 5.34) of the one-particle state. We can then re-write Eq. 5.34 in an
apparently innocent manner,

H |p〉 =
(√

~p2 +m2 + Evacuum

)
|p〉 . (5.36)

Using the property (exercise) [
H, a†(pi)

]
= +ω(pi)a

†(pi), (5.37)

we can prove that states with more particles, have an energy,

H |~p1, . . . , ~pm〉 =

[
Evacuum +

∑
i

√
~p2
i +m2

]
|~p1, . . . , ~pm〉 . (5.38)

All Hamiltonian eigenvalues contain an identical infinite constant which is equal to the
vacuum energy. However, measurements of absolute energy levels are not possible. The
vacuum energy is harmless if we want to measure the energy difference of the states |Ψm〉
from the vacuum. We can then “recalibrate” our energy levels (by an infinite constant)
removing from the Hamiltonian operator the energy of the vacuum:

H → : H :≡ H − Evacuum = H − 〈0|H |0〉 . (5.39)

Explicitly, the Hamiltonian operator after we subtract the vacuum constant can be written
as

:

∫
d3~k

(2π)32ωk

ωk
2

[
a†(k)a(k) + a(k)a†(k)

]
: =

∫
d3~k

(2π)32ωk
ωk
[
a†(k)a(k)

]
.

(5.40)

A practical trick to remove from a conserved operator, such as the Hamiltonian, its
vacuum expectation value:

: O :≡ O − 〈0| O |0〉 (5.41)
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is to perform what is known as “normal ordering”. As you can see in Eq. 5.40, this is
simply achieved by putting creation operators to the left of annihilation operators when
these refer to the same momentum ~k. With this practical rule,

:
[
a†(k)a(k) + a(k)a†(k)

]
: = a†(k)a(k) + a†(k)a(k) = 2a†(k)a(k). (5.42)

This is equivalent to using the commutation relation [a(k), a†(k)] = (2π)32ωkδ
(3)(0) in

order to put the creation operators to the right and dropping infinities δ(3)(0). Normal
ordering leaves annihilation operators to the right, and guarantees that the vacuum is
automatically annihilated by the modified operator:

: O : |0〉 = 0. (5.43)

5.1.5 Field momentum conservation

Noether’s theorem predicts that the field momentum is a conserved operator, due to the
symmetry of the Klein-Gordon action under space translations. The momentum operator
is given by,

~P =

∫
d3~k

(2π)32ωk

~k

2

[
a†(k)a(k) + a(k)a†(k)

]
=

∫
d3~k

(2π)32ωk
~k
[
a†(k)a(k)

]
+
δ(3)(0)

2

∫
d3~k ~k

; ~P =

∫
d3~k

(2π)32ωk
~k
[
a†(k)a(k)

]
. (5.44)

Here, the infinity δ(3)(0) cancels because the momentum integral multiplying the delta-
function term vanishes due to the antisymmetry of the integrand under the transformation
~k → −~k. ~P commutes with both the Hamiltonian and the number operator, with which
it has common eigenstates.

The momentum of the vacuum state is zero,

~P |0〉 = 0. (5.45)

The ~P eigenvalues of multi-particle states can be easily found by using,[
~P , a†(p)

]
= +~p a†(p). (5.46)

For example, its eigenvalue for the one-particle state |p〉 = a†(p) |0〉 is

~P |p〉 =
[
~P , a†(p)

]
|0〉 = ~p a†(p) |0〉 = ~p |p〉 . (5.47)

For a multi-particle state

|~p1, . . . , ~pm〉 ≡
m∏
i=1

a†i (~pi) |0〉 , (5.48)

we have

~P |~p1, . . . , ~pm〉 =

(
m∑
i=1

~pi

)
|~p1, . . . , ~pm〉 . (5.49)
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5.1.6 Labels of particle states?

The main outcome of quantising the real Klein-Gordon field, is a spectrum of states which
can be identified as states of many particles with definite number of particles, energy and
momentum:

|~p1, . . . , ~pm〉 ≡

(
n∏
i=1

a†(pi)

)
|0〉 . (5.50)

Such a state describes m identical particles,

N̂ |~p1, . . . , ~pm〉 = m |~p1, . . . , ~pm〉 , (5.51)

each of them carrying momentum ~pi,

~P |~p1, . . . , ~pm〉 =

(
n∑
i=1

~pi

)
|~p1, . . . , ~pm〉 , (5.52)

and having a relativistic energy +
√
~p2
i +m2,

H |~p1, . . . , ~pm〉 =

(
n∑
i=1

√
~p2
i +m2

)
|~p1, . . . , ~pm〉 . (5.53)

We have therefore arrived to a consistent combination of quantum mechanics and spe-
cial relativity, where field quanta give rise to particles with the correct properties as
anticipated from relativity.

5.2 Casimir effect: the energy of the vacuum

A remarkable consequence of the quantisation of the Klein-Gordon field is that a state
with no particles, the vacuum |0〉, has energy. For the real Klein-Gordon field, for exam-
ple, we find that the vacuum energy is:

Evacuum = δ(3)(0)

∫
d3~k

ωk
2
. (5.54)

We can associate the infinity δ3(0), with the volume of our physical system. We have
considered that the classical solutions for the fields extend to an infinite volume, and we
have performed all space integrations from −∞ to ∞. If we were to consider a finite
volume, this delta function would be replaced by the volume of integration. Recall that,∫

d3~xe−i
~k·~x = (2π)3δ(3)(~k). (5.55)

For ~k = 0, we have

V =

∫
d3~x = (2π)3δ(3)(~0), (5.56)

and the density of the vacuum energy can be cast in the physically more appealing form,

ε =
Evacuum

V
=

∫
d3~k

(2π)3

√
m2 + ~k2

2
. (5.57)
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A second source of infinity in the expression for the vacuum energy is the integration over

all frequency modes ωk =
√
m2 + ~k2.

The value of the energy of the vacuum does not enter physical predictions (if one
neglects gravitational effects) and we may not worry that it comes out to be infinite. But
we should be able to see that the vacuum energy is different if, for a reason, the fields
vanish in some region of the space-volume and/or some frequencies ωk do not contribute
to the vacuum. This can be achieved, if the field is forced to satisfy some boundary
conditions.

Let us assume, that the Klein-Gordon field is forced to vanish on the planes x = 0
and x = L,

φ(t, x = 0, y, z) = φ(t, x = L, , y, z) = 0. (5.58)

The general field solution of the Klein-Gordon equation which in addition satisfies the
boundary conditions is:

φ(xµ) =
∞∑
n=1

sin
(nπx
L

)∫ d2~k⊥
(2π)22ωk

[
a(~k)e−i(k

0t−~k⊥·~x⊥) + a†(~k)ei(k
0t−~k⊥·~x⊥)

]
, (5.59)

with

ωk =

√
m2 + ~k2

⊥ +
n2π2

L2
. (5.60)

and
~x⊥ = (y, z), ~k =

(nπ
L
,~k⊥

)
, ~k⊥ = (kykz) (5.61)

Notice that we only integrate over the directions ky, kz of the momenta parallel to the
plates, and we sum over the values of kx which is is discretized.

As in the absence of boundary conditions, the quantization conditions for the real
Klein-Gordon field are given by Eqs. (5.18)- (5.19). For the creation and annihilation
operators, this yields (exercise) the commutation relations[

a
(nπ
L
,~k⊥

)
, a
(rπ
L
,~l⊥

)]
= 0 =

[
a†
(nπ
L
,~k⊥

)
, a†
(rπ
L
,~l⊥

)]
(5.62)[

a
(nπ
L
,~k⊥

)
, a†
(rπ
L
,~l⊥

)]
=

2

L
δnr(2π)2(2ωk)δ

(2)
(
~k⊥ −~l⊥

)
(5.63)

Substituting the solution for the field of Eq. (5.59) and the for the corresponding field
conjugate momentum into the Hamiltonian integral of Eq. (5.16) we find (exercise)

H =
L

2

∞∑
n=1

d2~k⊥
(2π)2 2ωk

√
m2 + ~k2

⊥ + n2π2

L2

2

{
a
(nπ
L
,~k⊥

)
a†
(nπ
L
,~k⊥

)
+ a†

(nπ
L
,~k⊥

)
a
(nπ
L
,~k⊥

)}
(5.64)

The vacuum energy per unit surface of the planes is (exercise),

Evacuum

S
=
∞∑
n=1

∫
d2~k⊥
(2π)2

√
π2n2

L2 + ~k2
⊥ +m2

2
, (5.65)

In polar coordinates,

Evacuum

S
=
∞∑
n=1

∫
dk⊥k⊥
(2π)

√
π2n2

L2 + k2
⊥ +m2

2
. (5.66)
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This integral appears to be divergent in the limit k⊥ →∞. For simplicity, we will study
it in the mass to zero m = 0 limit.

Let us now work with a slightly modified integrand,

Evacuum

S
=
∞∑
n=1

∫
dk⊥k

1−δ
⊥

(2π)

√
π2n2

L2 + k2
⊥

2
. (5.67)

There exists a value of δ for which the integral is well defined. We shall perform our
calculation for such a value, and then we shall try to analytically continue the result to
δ = 0. We change variables once again,

k⊥ = l⊥
nπ

L
, (5.68)

and we obtain,

Evacuum

S
=

1

4π

(π
L

)3−δ
(
∞∑
n=1

n3−δ

)∫ ∞
0

dl⊥l
1−δ
⊥

√
1 + l2⊥

; ε =
1

8π

(π
L

)3−δ
(
∞∑
n=1

1

n−3+δ

)∫ ∞
0

dl2⊥(l2⊥)−
δ
2

√
1 + l2⊥ (5.69)

We recognize the sum as the ζ-function,

∞∑
n=1

1

n−3+δ
= ζ(δ − 3). (5.70)

Performing the change of variables,

l2⊥ →
x

1− x
, (5.71)

we find that the integral is,∫ ∞
0

dl2⊥(l2⊥)−
δ
2

√
1 + l2⊥ =

∫ 1

0

dxx−
δ
2 (1− x)

δ−5
2 = B(1− δ/2,−3/2 + δ/2). (5.72)

where we have recognized the beta function,

B(x, y) =
Γ(x)Γ(y)

Γ(x+ y)
. (5.73)

The final result reads,

Evacuum

S
=

1

8π

(π
L

)3−δ
B(1− δ/2,−3/2 + δ/2)ζ(δ − 3). (5.74)

Amazingly the limit δ → 0 exists and it is finite. We find,

Evacuum

S
= − π2

1440L3
. (5.75)

The vacuum energy depends on the distance between the two planes, on which the
field vanishes. Can we realize this in an experiment?
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The electromagnetic field is zero inside a conductor. If we place two “infinite” con-
ducting sheets parallel to each other at a distance L, then we can reproduce the boundary
conditions of the setup that we have just studied. The quantisation of the electromagnetic
field is rather more complicated than the Klein-Gordon field, but as far as the vacuum
energy is concerned, we shall see that they are very similar.

Our analysis, leads to an amazing prediction. Two electrically neutral conductors
attract each other. This is known as the Casimir effect. Notice, that the energy of the
vacuum Evacuum gets smaller when the conducting plates are closer. Therefore, there is an
attractive force between them. The force per unit area (pressure or rather anti-pressure)
between the two sheets which set a zero boundary condition for a real Klein-Gordon field
is

F = −
∂Evacuum

S

∂L
= − π2

480L4
. (5.76)

For the experimentally relevant case of the electromagnetic field the pressure is twice the
answer we have just found of the real Klein-Gordon field (due to the two physical polar-
izations of the electromagnetic field). The Casimir effect has been tested experimentally.
You can find a review here.

Some physics subtleties have been “swept under the carpet” in the above calculation
by using a too convenient regularization method for the integrals which may be rather
misleading physically. For example, our regularization of the energy integral subtracts,
secretely, an infinity which corresponds to the vacuum energy in the absence of boundary
conditions. Indeed, computing the integral of Eq. (5.57) with the regularization method
introduced here and setting m = 0 gives a zero, rather than an infinite, answer. Issues
of this type will become clearer when we introduce properly the method of dimensional
regularization. For a more rigorous derivation of the Casimir effect with various boundary
conditions we refer to this publication here.

5.3 Two real Klein-Gordon fields

Our task is to describe all known particles and their interactions. It is then interesting
to study the quantisation of a system with more than one field. We can start simply,
describing a system of two Klein-Gordon fields which they differ only in their mass pa-
rameter,

L =
1

2
(∂µφ1) (∂µφ1)− m2

1

2
φ2

1

+
1

2
(∂µφ2) (∂µφ2)− m2

2

2
φ2

2. (5.77)

This Lagrangian yields two Klein-Gordon equations as equations of motion for the fields
φ1 and φ2: (

∂2 +m2
1

)
φ1 = 0,

(
∂2 +m2

2

)
φ2 = 0, (5.78)

with solutions

φ1(xµ) =

∫
d3~k

(2π)32ω1

[
a1(~k)e−ik·x + a†1(~k)eik·x

]
, (5.79)

φ2(xµ) =

∫
d3~k

(2π)32ω2

[
a2(~k)e−ik·x + a†2(~k)eik·x

]
, (5.80)
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and

ω1 =

√
~k2 +m2

1, ω2 =

√
~k2 +m2

2. (5.81)

The Hamiltonian H, the field momentum ~P and the number operator N̂ can be
written as

N̂ = N̂1 + N̂2 N̂i =

∫
d3~k

(2π)32ωi
a†i (
~k)ai(~k), (5.82)

~P = ~P1 + ~P2
~Pi =

∫
d3~k

(2π)32ωi

~k

2

{
a†i , ai

}
, (5.83)

H = H1 +H2 Hi =

∫
d3~k

(2π)32ωi

ωi
2

{
a†i , ai

}
. (5.84)

where the anticommutator of two operators is defined as:

{A,B} = AB +BA. (5.85)

We can construct particle states in the same fashion as with the Lagrangian of just a
single Klein-Gordon field. Products of a†1 operators acting on the vacuum state create
relativistic particles with mass m1, while a†2 operators create particles with mass m2. For
example, the states

|S1〉 ≡ a†1(p) |0〉 , |S2〉 ≡ a†2(p) |0〉 (5.86)

have

N̂ |Si〉 = +1 |Si〉 , (5.87)

~P |Si〉 = +~p |Si〉 , (5.88)

H |S1〉 =
√
~p2 +m2

1 |S1〉 and H |S2〉 =
√
~p2 +m2

2 |S2〉 . (5.89)

They are degenerate in that they are single particle states with the same momentum ~p;
however, as long as the masses are different m1 6= m2, these two states can be distin-
guished by measuring the energy of the particles.

The possibility of m1 = m2 is interesting; if in multi-particle state we replace an a†1 by
an a†2 operators or vice versa the new state is degenerate in all three conserved quantities:
the number of particles, the energy and the momentum.

5.3.1 Two equal-mass real Klein-Gordon fields

The special case of m1 = m2 = m merits a detailed study, because a new rotation
symmetry emerges in the space of fields φ1 and φ2. This leads, according to Noether’s
theorem, to a conserved quantity which can be interpreted as the charge of particles and
antiparticles.

We rewrite the Lagrangian in a form where the symmetry is manifest:

L =
1

2

(
∂µ~φ

)T (
∂µ~φ
)
− m

2
~φT ~φ, (5.90)

where we have defined the field “vector”

~φ ≡
(
φ1

φ2

)
with its transpose ~φT =

(
φ1 , φ2

)
. (5.91)
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Obviously, the Lagrangian is invariant (exercise) if we perform an orthogonal transfor-
mation,

~φ→ ~φ ′ = R~φ, with RT = R−1. (5.92)

To compute the conserved current we need to find the change δφi of the fields under
an infinitesimal symmetry transformation. We then expand,

Rij = δij + θij +O(θ2). (5.93)

Orthogonality of R implies that the matrix θij is antisymmetric,

RT
ij = R−1

ij ; δji + θji = δij − θij ; θij = −θji. (5.94)

The variation of the fields is:

φ1 → φ′1 = R1jφj

= (δ1j + θ1j)φj = φ1 + θ11φ1 + θ12φ2

= φ1 + θ12φ2

; δφ1 = θ12φ2, (5.95)

and, similarly,
δφ2 = θ21φ1 = −θ12φ1. (5.96)

The Noether current is,

Jµ =
∂L

∂ (∂µφ1)
δφ1 +

∂L
∂ (∂µφ2)

δφ2

; Jµ = θ12 [(∂µφ1)φ2 − (∂µφ2)φ1] (5.97)

and the “charge”

Q =

∫
d3~x [(∂µφ1)φ2 − (∂µφ2)φ1] , (5.98)

is conserved. Substituting in the above expressions the physical solutions for the fields
φi, and performing the ~x integration we obtain (exercise):

Q = −i
∫

d3~k

(2π)32ωk

[
a1(k)a†2(k)− a2(k)a†1(k)

]
. (5.99)

A Noether charge is not defined uniquely. For example, we can multiply it with a constant
multiplicative factor. Obviously, if Q is a time-independent (conserved) quantity, then
also λQ, where λ is a number constant, is also conserved. The normalization in Eq. 5.99
is convenient yielding a Hermitian Q (exercise):

Q† = Q. (5.100)

We now proceed to find the eigenstates of the Q charge operator. This becomes easy,
if we construct ladder operators for Q. We compute first the commutators of the charge
with a1 and a2 (exercise). We find

[Q, a1(p)] = −ia2(p), (5.101)
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and
[Q, a2(p)] = +ia1(p). (5.102)

Define the linear combinations,

a(p) ≡ a1(p) + ia2(p)√
2

, (5.103)

and

b(p) ≡ a1(p)− ia2(p)√
2

. (5.104)

These are indeed ladder operators (exercise), satisfying the following commutation re-
lations with the charge Q:

[Q, a(p)] = −a(p), [Q, b(p)] = +b(p). (5.105)

By taking the hermitian conjugate of the above equations, and using Q† = Q, we find
that [

Q, a†(p)
]

= +a†(p),
[
Q, b†(p)

]
= −b†(p). (5.106)

From a state |S〉 with charge q,
Q |S〉 = q |S〉 , (5.107)

we can obtain states with charges q± 1 by applying the ladder operators a†(p) and b†(p)
(exercise),

Q
(
a†(p) |S〉

)
= (q + 1)

(
a†(p) |S〉

)
, (5.108)

Q
(
b†(p) |S〉

)
= (q − 1)

(
b†(p) |S〉

)
. (5.109)

We remark that the operators a†, b† are also ladder operators for the Hamiltonian H and
the field momentum operator ~P . This is a consequence of the fact that a† and b† are
linear combinations of a†1 and a†2.

We now construct the common eigenstates of the charge operator Q, the Hamiltonian
H, the momentum operator ~P and the number operator N̂ . We first observe that the
vacuum state is also an eigenstate of the charge operator (exercise):

Q |0〉 = 0. (5.110)

Repeated application of the a† operator on the vacuum, builds states of positive charge:

∣∣Ψ(+)
n

〉
≡

(
n∏
i=1

a†(pi)

)
, (5.111)

with

N̂
∣∣Ψ(+)

n

〉
= n

∣∣Ψ(+)
n

〉
(5.112)

~P
∣∣Ψ(+)

n

〉
=

(
n∑
i=1

~pi

)∣∣Ψ(+)
n

〉
(5.113)

H
∣∣Ψ(+)

n

〉
=

(
n∑
i=1

√
~pi

2 +m2

)∣∣Ψ(+)
n

〉
(5.114)

Q
∣∣Ψ(+)

n

〉
= +n

∣∣Ψ(+)
n

〉
(5.115)

57



Repeated application of the b† operator on the vacuum, builds states of positive charge:

∣∣Ψ(−)
n

〉
≡

(
n∏
i=1

b†(pi)

)
, (5.116)

with

N̂
∣∣Ψ(−)

n

〉
= n

∣∣Ψ(−)
n

〉
(5.117)

~P
∣∣Ψ(−)

n

〉
=

(
n∑
i=1

~pi

)∣∣Ψ(−)
n

〉
(5.118)

H
∣∣Ψ(−)

n

〉
=

(
n∑
i=1

√
~pi

2 +m2

)∣∣Ψ(−)
n

〉
(5.119)

Q
∣∣Ψ(−)

n

〉
= −n

∣∣Ψ(−)
n

〉
. (5.120)

To summarize the main results of this section, mass degeneracy resulted to a new O(2)
symmetry of the Lagrangian. This gives rise to a new conserved quantity, the charge Q.
A particle state, is now characterized by its momentum, the mass of the particle (or
equivalently the energy), and its charge which can be either positive or negative. We
have just demonstrated a method to describe physical systems of particles which are
accompanied by their anti-particles.

5.3.2 Two real Klein-Gordon fields = One complex Klein-Gordon
field

We can recast the original expressions for the operators whose eigenvalues characterize
particle (N̂ , ~P ,H,Q) in terms of the charge ladder operators a, b, rather than a1, a2.
Substituting,

a1 =
a+ b√

2
, a2 =

a− b√
2i
, (5.121)

we find

N̂ =

∫
d3~k

(2π)32ωk

[
a†(~k)a(~k) + b†(~k)b(~k)

]
, (5.122)

~P =

∫
d3~k

(2π)32ωk

~k

2

[{
a†, a

}
+
{
b†, b

}]
(5.123)

H =

∫
d3~k

(2π)32ωk

ωk
2

[{
a†, a

}
+
{
b†, b

}]
. (5.124)

We can now re-write the field operators in terms of a and b. We find that

φ1 =
φ+ φ†√

2
, φ2 =

φ+ φ†√
2i

, (5.125)

with

φ(x) =

∫
d3~k

(2π)32ωk

[
a(k)e−ik·x + b†(k)eik·x

]
, k0 = ωk =

√
~k2 +m2. (5.126)
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We can cast the Lagrangian representing the fields in terms of φ and φ†, rather than φ1

and φ2. We find,

L =
1

2

(
∂µ~φ
)T (

∂µ~φ
)
− 1

2
m2~φTφ = (∂µφ)

(
∂µφ

†)−m2φφ†, (5.127)

where

~φ =

(
φ1

φ2

)
, and φ =

φ1 + iφ2√
2

, φ† =
φ1 − iφ2√

2
. (5.128)

The Lagrangian in the complex field representation, is more suggestive to the fact
that it yields particle and anti-particle states. We could compute the Hamiltonian and
momentum operators directly in terms of φ and φ† arriving to the same expressions as
in the representation with two real fields. To compute the charge Q, we would need to
identify what is the symmetry of this new Lagrangian. It is perhaps already obvious that
the Lagrangian is invariant under a field phase-redefinition,

φ→ e−iαφ, φ† → e+iαφ†. (5.129)

This is the equivalent of the rotation symmetry transformation that we have found earlier,
in the complex field representation. Let us verify this, by performing a rotation on the
vector ~φ, (

φ1

φ2

)
→

(
cos θ sin θ
− sin θ cos θ

)(
φ1

φ2

)
;

(
φ1

iφ2

)
→

(
cos θ −i sin θ
−i sin θ cos θ

)(
φ1

iφ2

)
; φ1 + iφ2 → e−iθ (φ1 + iφ2)

; φ to e−iθφ. (5.130)

Exercise: We have just observed that the U(1) group of unitary transformations of
1× 1 complex matrices is isomorphic to the SO(2) group of special rotations. Prove that
for the following groups there exists a 2→ 1 homomorphic mapping:

• SU(2) → SO(3),

• SU(2) × SU(2) → SO(4).

5.4 Conserved Charges as generators of symmetry

transformations

It may occur that we know a conserved charge but we do not know the symmetry trans-
formation from which it originates. It turns out, that we can use the conserved charge in
order to uncover the unknown symmetry.

Let us assume that a Lagrangian is symmetric under a generic field transformation,

φi → φi + δφi (5.131)

leading to a conserved charge

Q =

∫
d3x

∑
i

∂L
∂ (∂0φi)

δφi =

∫
d3x

∑
i

πiδφi. (5.132)
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The commutator of the charge operator Q with a field operator φj is,

[Q, φj(x)] =

∫
d3y

∑
i

[πi(y)δφi(y), φj(x)]

=

∫
d3y

∑
i

([πi(y), φj(x)] δφi(y) + πi(y) [δφi(y), φj(x)])

=

∫
d3y

∑
i

(
iδijδ

(3)(~y − ~x)δφj(x) + 0
)

; [Q, φj(x)] = iδφj(x). (5.133)

Exercise:Verify the above equation for the commutators [Q, φ] and
[
Q, φ†

]
of the

complex Klein-Gordon field.
Exercise:In the case of the real Klein-Gordon field we found that the number op-

erator N̂ is time independent. How does the Klein-Gordon field transform under the
corresponding symmetry transformation?

5.5 Can the Klein-Gordon field be an one-particle

wave-function?

In the previous chapter, we performed the quantisation of the Schrödinger field. We found
out that field quantisation, although an elegant formalism, was not indispensable. In fact,
we connected the results of quantum field theory with a traditional quantum mechanics in
which Schrödinger “field” is the wave-function. It is a question worth answering whether
field quantisation is truly necessary for a relativistic field or it is just an alternative and
perhaps superfluous formalism.

An one-particle wave-function, as a probability amplitude, is in general complex. Let
us then interpret the complex Klein-Gordon field as a wave-function. Recall that the
Lagrangian is written as,

LKG = (∂µψ) (∂µψ
∗)−m2ψψ∗. (5.134)

We denote the field with ψ in order to emphasize our intention to consider it a wave-
function. As such, ψ∗ is its complex conjugate and not a hermitian conjugate operator.

The complex Klein-Gordon field Lagrangian and the Schrödinger field Lagrangian,

LS = ψ∗i∂tψ +
|∇ψ|2

2m
, (5.135)

are both symmetric under a phase transformation, as we have discussed in detail. In
the Schrödinger case, this lead to a conserved charge, which we identified it with the
probability for the particle to be anywhere in space,

Total Probability =

∫
d3~x |ψ(~x, t)|2 = constant. (5.136)

Therefore, we could also interpret the quantity,

ρ ≡ |ψ(~x, t)|2 , (5.137)
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as a probability density.
An attempt to repeat the same steps for the case of the Klein-Gordon field fails badly.

The “total probability” integral is now the charge,

Q =

∫
d3~x

[
ψ(~x, t)ψ̇∗(~x, t)− ψ̇(~x, t)ψ∗(~x, t)

]
, (5.138)

with a “density”
ρ ≡ ψ(~x, t)ψ̇∗(~x, t)− ψ̇(~x, t)ψ∗(~x, t), (5.139)

which is not positive definite, and thus physically unacceptable.
A second embarrassment from the Klein-Gordon equation as a relativistic wave-

function equation, is that it predicts particles with a negative energy. This may be
accepted for a free particle, if we assume that for whatever reason we can only “see”
particles with positive energy. However, if we couple these particles to photons, as it
is required for all particles with electromagnetic interactions, spontaneous emission of
photons will turn all particles into negative energy particles. Clearly, a single particle
wave-function interpretation of the Klein-Gordon field is wrong and it cannot describe
physical particles. Quantum Field Theory is the only consistent approach.
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Chapter 6

Quantisation of the free
electromagnetic field

We will now study the quantisation of the electromagnetic field in empty space. One of
the predictions of quantum field theory will be that electromagnetic waves are packaged
in photons which travel with the speed of light. Imposing quantisation conditions will
not be as straightforward as in the klein-Gordon field due to the transversality of the
polarisation of the photons. We will then need to define carefully what are states of
physical polarisations. In this chapter we will first review the salient features of classical
electrodynamics and then proceed to the quantum theory.

6.1 Maxwell Equations and Lagrangian formulation

The equations of Maxwell are:
~∇ · ~B = 0, (6.1)

~∇× ~E +
∂ ~B

∂t
= 0, (6.2)

~∇ · ~E = ρ, (6.3)

~∇× ~B − ∂ ~E

∂t
= ~j. (6.4)

We now introduce the four-vector,

Aµ ≡
(
φ, ~A

)
, (6.5)

where the components are chosen such as,

~B = ~∇× ~A, (6.6)

and

~E = −∂
~A

∂t
− ~∇φ. (6.7)

Then, the first two Maxwell equations (Eq. 6.1, Eq. 6.2) are automatically satisfied,

~∇ · ~B = ~∇ ·
(
~∇× ~A

)
= 0, (6.8)
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and

~∇×

(
−∂

~A

∂t
− ~∇φ

)
+
∂

∂t
~∇× ~A = ~∇×

(
~∇φ
)

= εijk∂i∂jφ = 0. (6.9)

We now define the tensor,

F µν = ∂µAν − ∂νAµ. (6.10)

The components of F µν are,

F 0i = ∂0Ai − ∂iA0 =

(
∂ ~A

∂t
+ ~∇φ

)(i)

= −Ei, (6.11)

and
F ij = ∂iAj − ∂jAi = −εijkBk. (6.12)

All other components are zero, since F µν is anti-symmetric. In a matrix form we have,

F µν =


0 −E1 −E2 −E3

E1 0 −B3 B2

E2 B3 0 −B1

E3 −B2 B1 0

 (6.13)

This is called the Electromagnetic field tensor.
Define now the current four-vector,

jν ≡
(
ρ,~j
)
. (6.14)

We can easily verify that the remaining Maxwell equations are given by the compact
equation,

∂µF
µν = jν . (6.15)

For ν = 0,

∂µF
µ0 = ρ

; ∂0F
00 +

3∑
i=1

∂iF
i0 = ρ

; ~∇ · ~E = ρ. (6.16)

For ν = 1,

∂µF
µ1 = j1

; ∂0F
01 +

3∑
i=1

∂iF
i1 = j1

; −∂E
1

∂t
+
∂B3

∂x2

−+
∂B2

∂x3

= j1, (6.17)

which is the first component of the vector equation

− ∂ ~E

∂t
+ ~∇× ~B = ~j. (6.18)
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Maxwell equations, expressed in terms of the vector potential Aµ, take the form,

∂µF
µν = 0

; ∂µ (∂µAν − ∂νAµ) = 0

; ∂2Aν − ∂ν (∂µA
µ) = 0. (6.19)

6.1.1 Classical gauge invariance and gauge-fixing

Maxwell equations, Eq. 6.15, are invariant under gauge transformations, where the vector
potential transforms as

Aµ → Aµ′ = Aµ + ∂µχ, (6.20)

or, in components,

φ→ φ′ = φ+ χ̇ (6.21)

~A→ ~A′ = ~A− ~∇χ. (6.22)

χ is an arbitrary function of space-time coordinates. Indeed, the field tensor F µν is
invariant under this transformation,

F µν → F µν ′ = ∂µA′
ν − ∂νA′µ

= ∂µ (Aν + ∂νχ)− ∂ν (Aµ + ∂µχ)

= F µν . (6.23)

We can often simplify our calculations if we exploit gauge invariance. Suppose that
we are given a field Aµ satisfying Maxwell equations Eq. 6.19. We can “fix the gauge”,
i.e. perform a special gauge transformation, Aµ → Aµ′ = Aµ + ∂µχ, such that the second
term in Eq. 6.19 disappears,

0 = ∂µA
µ′ = ∂µA

µ + ∂2χ; ∂2χ = −∂µAµ. (6.24)

This particular choice of gauge is known as the “Lorentz gauge”. In the Lorentz gauge,
Maxwell equations take the very simple form (dropping the prime)

∂2Aµ = jµ. (6.25)

In the vacuum, jν = 0, we have

∂2Aµ = 0. (6.26)

This equation is particularly easy to solve as plane-waves, and we write the general real
classical field solution as an integral

Aµ(x) =

∫
d3~k

(2π)32ωk

∑
λ=0

ε(λ)
µ (k)

[
aλ(k)e−ik·x + a∗λ(k)eik·x

]
, (6.27)

with kµ =
(
ωk, ~k

)
and ωk =

∣∣∣~k∣∣∣. We have introduced a basis of four-vectors which

determine the direction of the electromagnetic field (polarisation). For example, these
vectors can be taken as:

ε(0) =


1
0
0
0

 , ε(1) =


0
1
0
0

 , ε(2) =


0
0
1
0

 , ε(3) =


0
0
0
1

 . (6.28)
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As we can easily verify, the polarisation vectors are normalised as,

gµνε(λ)
µ ε(λ

′)
ν = gλλ

′
. gλλ′ε

(λ)
µ ε(λ

′)
ν = gµν . (6.29)

Exercise:Verify the above equations.

6.1.2 Lagrangian of the electromagnetic field

The following Lagrangian,

L = −1

4
FµνF

µν , (6.30)

gives rise to the Maxwell equations as classical equations of motion. Explicitly,

L = −1

2
[(∂µAν) (∂µAν)− (∂µAν) (∂νAµ)] . (6.31)

It is easy to verify that the Euler-Lagrange equations are (exercise)

∂µ
∂L

∂ (∂µAν)
− ∂L
∂Aν

= 0

; ∂2Aν − ∂ν (∂µA
µ) = 0. (6.32)

6.2 Quantisation of the Electromagnetic Field

The conjugate momentum for the field components Aµ are,

πµ =
∂L

∂ (∂0Aµ)
= F µ0. (6.33)

One would like to impose the bosonic quantisation condition,

[Aµ(x), πν(x′)] = igµνδ(3) (~x− ~x′) . (6.34)

Notice the presence of gµν , which is needed in order to maintain covariance on the indices
µ, ν of the quantisation condition. We immediately come across a problem. For µ = 0,

π0 = F 00 = 0,

we encounter an inconsistency

0 =
[
A0(x), π0(x′)

]
= iδ(3)(~x− ~x′) 6= 0. (6.35)

Our first attempt to quantising the classical Lagrangian of the electromagnetic field has
failed. However, it is possible to quantise a different Lagrangian which nevertheless gives
rise to the same physics as the Lagrangian of Eq. 6.30. We can exploit the fact that
classical physics is the same in every gauge for Aµ.

Consider a modified Lagrangian,

L = −1

4
FµνF

µν − λ

2
(∂µA

µ)2 . (6.36)
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This yields the following Euler-Lagrange equations (which are not invariant under gauge
transformations):

∂2Aµ − (1− λ) ∂µ (∂νA
ν) = 0. (6.37)

Notice that for a special value λ = 1, the equations of motion are identical to Maxwell
equations, ∂2Aµ = 0, in the Lorentz gauge. For the new Lagrangian and with λ = 1, we
find

π0 =
∂L
∂Ȧ0

= −∂µAµ, (6.38)

which is not zero, as long as we do not impose the Lorentz condition ∂µA
µ = 0. This is at

first irreconcilable with classical physics, however there is a way out. We may think of the
classical electromagnetic field as the expectation value of a quantum field in a physical
quantum state |ψ〉, i.e.

Aµclassic ∼ 〈ψ|A
µ
operator |ψ〉 . (6.39)

We must guarantee that the expectation value of ∂µA
µ on physical states |ψ〉 vanishes,

〈ψ| ∂µAµ |ψ〉 = 0, (6.40)

which may be achieved in a way such that ∂µA
µ 6= 0 as an operator identity.

We can now carry on with the quantisation of the Lagrangian of Eq. 6.36. The quan-
tisation conditions of Eq. 6.34, substituting in the expressions of the conjugate momenta
πµ = ∂L

∂(∂0Aµ)
, yield [

Ȧµ (~x, t) , Aν (~x′, t)
]

= igµνδ
(3) (~x− ~x′) . (6.41)

We now substitute the solution of Eq. 6.27 into Eq. 6.42. We obtain,[
aλ(k), a†λ′(k

′)
]

= −gλλ′2k0 (2π)3 δ(3)
(
~k − ~k′

)
. (6.42)

We can safely interpret the ai(k) and a†i (k) for i = 1, 2, 3 as annihilation and creation
operators correspondingly, of photons with space-like polarisations εµ(i). But this is prob-

lematic for the operators a0(k), a†0(k), which satisfy[
a0(k), a†0(k′)

]
= −2k0 (2π)3 δ(3)

(
~k − ~k′

)
. (6.43)

Consider a general one-photon state with a time-like polarisation,

|1, λ = 0〉 =

∫
d3~k

(2π)3(2k0)
f(k)a†0(k) |0〉 . (6.44)

The norm of the state is,

〈1, λ = 0| 1, λ = 0〉 = −
∫

d3~k

(2π)3(2k0)
|f(k)|2 〈0| 0〉 , (6.45)

which is negative. In general, a state with nt photons with a time-like polarisation has a
norm

〈nt, λ = 0| nt, λ = 0〉 = (−1)nt . (6.46)

This is a serious problem since it essentially gives rise to negative probabilities for tran-
sition amplitudes among states with time-like polarisations.
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We need Eq. 6.40 to hold for any physical state. We will now describe how this can
be achieved following the prescription of Gupta and Bleuler. We separate the electro-
magnetic field into a positive and a negative frequency component,

Aµ(x) = A(+)
µ (x) + A(−)

µ (x), (6.47)

with

A(+)µ =

∫
d3~k

(2π)32k0

∑
λ

εµλaλ(k)e−ik·x, (6.48)

and

A(−)µ =

∫
d3~k

(2π)32k0

∑
λ

εµλa
†
λ(k)e+ik·x. (6.49)

Physical states |ψphys〉 are required that they satisfy

∂µA
(+)µ |ψphys〉 = 0. (6.50)

This is satisfied automatically by the vacuum state, |ψphys〉 = |0〉, since A(+)µ contains
only annihilation operators. We also find that,

〈ψphys| ∂µAµ |ψphys〉
= 〈ψphys| ∂µA(+)µ |ψphys〉+ 〈ψphys| ∂µA(−)µ |ψphys〉
= 〈ψphys| ∂µA(+)µ |ψphys〉+ 〈ψphys| ∂µA(+)µ |ψphys〉∗

= 2Re 〈ψphys| ∂µA(+)µ |ψphys〉
= 0. (6.51)

The Bleuler-Gupta condition takes the explicit form

∂µA
(+)µ |ψphys〉 =

∫
d3~k

(2π)32k0

e−ik·x
3∑

λ=0

k · ελ(k)aλ(k) |ψphys〉 = 0. (6.52)

It is easy to verify that the above is not satisfied for photon-states with a purely longitu-
dinal polarisation, |ψ〉 = |1, λ = 0〉, as in Eq. 6.44.

What is a physical state for a single photon? Consider the general one-photon state
with a momentum pµ = (1, 0, 0, 1), choosing its momentum along the z-axis. This state
can be written as,

|γ〉 =
3∑

λ=0

cλa
†
λ(p) |0〉 , (6.53)

where cλ are arbitrary coefficients determining the mixture of polarisations in the photon
physical state. We must have,

0 = ∂µA
(+)µ |γ〉

; 0 =

(∑
λλ′

cλp · ε′λgλλ
′

)
|0〉

; 0 =

(∑
λλ′

cλp · ε′λgλλ
′

)
(6.54)
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From the expressions for the vector polarisations in Eq. 6.28 and the momentum p =
(1, 0, 0, 1) we derive that,

p · ε1 = p · ε2 = 0 (6.55)

and
p · ε0 = −p · ε3. (6.56)

Then Eq. 6.54 becomes
c0 + c3 = 0 ; c0 = −c3. (6.57)

Therefore, component of the photon state with a time-like polarisation must be accompa-
nied with an “opposite” component with a longitudinal polarisation. Therefore a general
physical photon state with momentum ~p can be of the form:

|γ, ~p〉 = c
[
a†0(p)− a†3(p)

]
+ c1a

†
1(p) + c2a

†
2(p). (6.58)

Notice that the norm of the state is

〈γ, ~p| γ, ~p〉 = |c|2 (〈~p, λ = 0| ~p, λ = 0〉+ 〈~p, λ = 3| ~p, λ = 3〉)
+|c1|2 〈~p, λ = 1| ~p, λ = 1〉+ |c1|2 〈~p, λ = 2| ~p, λ = 2〉

=
{
|c|2(−1 + 1) + |c1|21 + |c2|21

}
(2π)32|~p|δ(3)(0)

=
(
|c1|2 + |c2|2

)
(2π)32|~p|δ(3)(0). (6.59)

It receives contributions only from the transverse polarisations, since the contributions of
the time-like and longitudinal components cancel each other 1 Let us calculate the energy
in an one-photon monochromatic physical state. After a standard, by now, calculation,
we find that the Hamiltonian is given by the expression:

H =

∫
d3~k

(2π)32k0

k0

[
3∑

λ=1

a†λ(k)aλ(k)− a†0(k)a0(k)

]
(6.60)

with k0 =
∣∣∣~k∣∣∣ > 0. We can prove easily that |γ, ~p〉 is an eigenstate of the Hamiltonian:

H |γ, ~p〉 = |~p| |γ, ~p〉 (6.61)

We also find:
〈γ|H |γ〉 = |~p| 〈γ| γ〉 (6.62)

The energy of the state is

E|γ,vecp〉 =
〈γ|H |γ〉
〈γ| γ〉

= |~p|. (6.63)

The contributions of the time-like and longitudinal components cancel each other in
all physical quantities. We shall see realistic examples of this cancelation for scattering
amplitudes in Quantum Electrodynamics.

6.3 Massive photons: The Higgs mechanism∗

1The infinite magnitude normalisation (δ(3)(0)) is an artefact due to considering a monochromatic

state. It is finite for realistic states which are superpositions of photons: |γ〉 =
∫

d3~p
2p0(2π)3

f(~p) |γ, ~p〉.
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Chapter 7

The Dirac Equation

Dirac identified the source of the problems in interpreting the Klein-Gordon equation as
a wave -function equation the fact that it was a second order differential equation in time.
The correspondence,

i∂t → E,

resulted to a second order polynomial equation for the energy of a free-particle obeying,
which of course has both a positive and a negative solution. Dirac’s idea was then to find
a linear equation, whose differential operator represented a sort of a “square-root” of the
differential operator in the Klein-Gordon equation. Explicitly, Dirac’s linear equation is,

(iγµ∂µ −m)ψ = 0. (7.1)

Multiplying the Dirac equation with the differential operator (−iγµ∂µ −m) from the left,

; (−iγν∂ν −m) (iγµ∂µ −m)ψ = 0

;
(
γµγν∂µ∂ν +m2

)
ψ = 0

;

(
1

2
γµγν∂µ∂ν +

1

2
γνγµ∂ν∂µ +m2

)
ψ = 0

;

(
1

2
γµγν∂µ∂ν +

1

2
γνγµ∂µ∂ν +m2

)
ψ = 0

;

(
1

2
{γµ, γν} ∂µ∂ν +m2

)
ψ = 0, (7.2)

which for
{γµ, γν} = 2gµν , (7.3)

gives the Klein-Gordon equation.
In other words, if we can construct objects γµ which satisfy the algebra of Eq. 7.3,

known as Clifford algebra, then every solution ψ(~x, t) of the Dirac equation, will also be
a solution of the Klein-Gordon equation.

The objects γµ are anti-commuting and they cannot be just numbers. They have to
be matrices. The first dimensionality for which we can find four non-commuting matrices
γ0, γ1, γ2, γ3 is four. In the following we shall construct the so called “gamma-matrices”
in four dimensions.
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7.1 Mathematical interlude

It is useful to review here the properties of the 2× 2 Pauli matrices, which we shall use
as building blocks for constructing γ-matrices by taking their Kronecker product.

7.1.1 Pauli matrices and their properties

The Pauli matrices are,

σ1 =

(
0 1
1 0

)
, σ2 = −i

(
0 1
−1 0

)
, σ3 =

(
1 0
0 −1

)
. (7.4)

The Pauli matrices satisfy the following commutation and anti-commutation relations,

[σi, σj] = 2iεijkσk (ε123 = 1), (7.5)

and
{σi, σj} = 2δijI2×2. (7.6)

Adding the two equations together, we find that the product of two Pauli matrices is,

σiσj = δijI2×2 + iεijkσk. (7.7)

For example,
σ2
i = I2×2, σ1σ2 = iσ3, σ3σ2 = −iσ1, . . . (7.8)

The determinant and trace of Pauli matrices are,

det (σi) = −1, (7.9)

and
Tr (σi) = 0. (7.10)

As it can be explicitly verified, the Pauli matrices are hermitian:

σ†i = σi. (7.11)

The Pauli matrices, together with the unit matrix I2×2 constitute a basis of general
2× 2 matrices M2×2. We write,

M2×2 = a0I2×2 +
3∑
i=1

aiσi. (7.12)

From the above decomposition we have,

Tr (M) = a0Tt (I2×2) +
3∑
i=1

aiTr (σi) = 2a0, (7.13)

and (exercise),
Tr (σkM) = 2ak. (7.14)

We can therefore write,

M2×2 =
Tr (M)

2
I2×2 +

3∑
i=1

Tr (Mσi)

2
σi. (7.15)
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7.1.2 Kronecker product of 2× 2 matrices

Let us define the Kronecker product of two 2× 2 matrices

A =

(
a11 a12

a21 a22

)
, B =

(
b11 b12

b21 b22

)
, (7.16)

as

A⊗B ≡
(
b11A b12A
b21A b22A

)
=


b11a11 b11a12 b12a11 b12a12

b11a21 b11a22 b12a21 b12a22

b21a11 b21a12 b22a11 b22a12

b21a21 b21a22 b22a21 b22a22

 . (7.17)

The following properties can be proved (exercise) explicitly,

det (A⊗B) = (detA)2 (detB)2 , (7.18)

Tr (A⊗B) = Tr (A) Tr (B) , (7.19)

(A⊗B)† = A† ⊗B†, (7.20)

(A+ C)⊗B = A⊗B + C ⊗B, (7.21)

A⊗ (B + C) = A⊗B + A⊗ C, (7.22)

and
(A1 ⊗B1) (A2 ⊗B2) = A1A2 ⊗B1B2. (7.23)

7.2 Dirac representation of γ-matrices

The matrices
γ0 = I2×2 ⊗ σ3, (7.24)

and
γj = σj ⊗ (iσ2) , (j = 1, 2, 3) (7.25)

satisfy the Clifford algebra,
{γµ, γν} = 2gµνI4×4. (7.26)

We find, (
γ0
)2

= (I2×2 ⊗ σ3) (I2×2 ⊗ σ3)

= I2
2×2 ⊗ σ2

3 = I2×2 ⊗ I2×2 = I4×4

;
{
γ0, γ0

}
= 2g00I4×4. (7.27)

Also, for the anti-commutator
{
γj, γk

}
with j, k = 1, 2, 3 we have{

γj, γk
}

= γjγk + γkγj

= (σj ⊗ (iσ2)) (σk ⊗ (iσ2)) + (σk ⊗ (iσ2)) (σj ⊗ (iσ2))

= σjσk ⊗ (iσ2)2 + σkσj ⊗ (iσ2)2

= {σj, σk} ⊗ (−I2×2) = (2δjkI2×2)⊗ (−I2×2)

;
{
γj, γk

}
= −2δjkI4×4

;
{
γj, γk

}
= 2gjkI4×4. (7.28)
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Finally, the anti-commutator {γ0, γj} with j = 1, 2, 3 is{
γ0, γj

}
= γ0γj + γjγ0

= (I2×2 ⊗ σ3) (σj ⊗ (iσ2)) + (σj ⊗ (iσ2)) (I2×2 ⊗ σ3)

= σj ⊗ (iσ2σ3) + σj ⊗ (iσ3σ2)

= σj ⊗ (i {σ2, σ3})
= σj ⊗

(
i2δ23I2×2

)
= σj ⊗ 02×2 = 04×4

;
{
γ0, γj

}
= 2g0jI4×4. (7.29)

We have therefore found a set of γ- matrices satisfying the Clifford algebra. This set
is not unique. Let us define new matrices,

γµ′ = M−1
4×4γ

µM4×4, (7.30)

with M4×4 any 4× 4 matrix with an inverse. Then,{
γµ′, γν ′

}
= M−1

4×4 {γµ, γν}M4×4

= 2gµνM−1
4×4I4×4M4×4

= 2gµνI4×4. (7.31)

The matrices γµ′ satisfy the same algebra, furnishing a different representation.
Let us now compute the hermitian conjugate of the γ−matrices in the Dirac repre-

sentation. We have

γ0† = (I2×2 ⊗ σ3)† = I†2×2 ⊗ σ
†
3 = I2×2 ⊗ σ3 = γ0 = γ0γ0γ0. (7.32)

and

γj
†

= (σj ⊗ (iσ2))† = σ†j ⊗ (−iσ†2) = σj ⊗ (−iσ2) = −γj = −γ0γ0γi = γ0γjγ0. (7.33)

In all cases, we have found:
γµ† = γ0γµγ0, (7.34)

which can also be written as,

γ0γµγ0 = γ0
{
γµ, γ0

}
−
(
γ0
)2
γµ

= 2gµ0γ0 − γµ. (7.35)

Explicitly, γ-matrices are hermitian for µ = 0,

γ0† = γ0, (7.36)

while they are anti-hermitian for µ = j = 1, 2, 3

γj
†

= −γj. (7.37)

Eq. 7.34 is of course valid for every other representation of gamma matrices which can
be obtained from the Dirac representation via a hermitian similarity transformation.
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7.3 Traces of γ− matrices

We first observe that the trace of a single gamma matrix is zero:

Tr(γµ) = 0. (7.38)

This is an immediate consequence of the fact that gamma matrices are constructed out
of Pauli matrices in the Dirac representation. But the result is more general. We can
prove that γ−matrices are traceless in every representation. Let us start with

Tr (γµγνγµ) = Tr
(
γν(γµ)2) = Tr (γνgµµ) = gµµTr (γν) (7.39)

(No summation over the index µ)
This is also equal to

Tr (γµγνγµ) = Tr (γµ {γν , γµ})− Tr
(
(γµ)2γν

)
= 2gµνTr (γµ)− gµµTr (γν) . (7.40)

For µ 6= ν, we then have

gµµTr (γν) = −gµµTr (γν) ; Tr(γν) = 0. (7.41)

Exercise: Prove that

1.
Tr(γµγν) = 4gµν (7.42)

2.
Tr(γµγνγρ) = 0. (7.43)

3. the trace of a product of an odd number of gamma matrices is zero.

4.
Tr(γµγνγργσ) = 4 (gµνgρσ − gµρgνσ + gµσgνρ) (7.44)

5. Write a computer program to prove that:

1

4
Tr(γµ1 . . . γµ6) =

gµ1µ2gµ3µ4gµ5µ6 − gµ1µ2gµ3µ5gµ4µ6 + gµ1µ2gµ3µ6gµ4µ5

−gµ1µ3gµ2µ4gµ5µ6 + gµ1µ3gµ2µ5gµ4µ6 − gµ1µ3gµ2µ6gµ4µ5

+gµ1µ4gµ2µ3gµ5µ6 − gµ1µ4gµ2µ5gµ3µ6 + gµ1µ4gµ2µ6gµ3µ5

−gµ1µ5gµ2µ3gµ4µ6 + gµ1µ5gµ2µ4gµ3µ6 − gµ1µ5gµ2µ6gµ3µ4

+gµ1µ6gµ2µ3gµ4µ5 − gµ1µ6gµ2µ4gµ3µ5 + gµ1µ6gµ2µ5gµ3µ4 . (7.45)

7.4 γ−matrices as a basis of 4× 4 matrices

The Clifford algebra restricts the number of independent matrices that we can construct
by taking products or combinations of products of γ−matrices in a given representation.
First, it imposes that the square of a γ−matrix is proportional to the unit 4× 4 matrix,

(γµ)2 =
1

2
{γµ, γµ} = gµµI4×4 =

{
+I4×4, µ = 0
−I4×4, µ = j = 1, 2, 3

(7.46)

This limits the number of terms in independent products of γ−matrices to at most four.
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• The only independent product of four γ−matrices is,

γ5 = iγ0γ1γ2γ3. (7.47)

Exercise: Show that you can write the matrix γ5 as

γ5 =
i

4!
εµνρσγµγνγργσ, (ε0123 = 1). (7.48)

• There are four independent products of three γ−matrices, γ0γ1γ2, γ1γ2γ3, γ2γ3γ1

and γ3γ1γ0. These can be written as a linear combination of

γ5γµ, (7.49)

and products of two only γ−matrices, by using the Clifford algebra.

• Due to the Clifford algebra, only the six antisymmetric combinations of products of
two γ−matrices are independent. These are the combinations σ01, σ02, σ03, σ12, σ13, σ23

with

σµν =
i

2
[γµ, γν ] . (7.50)

In the Dirac representation γ5 takes the form,

γ5 = iγ0γ1γ2γ3

= i (I2×2 ⊗ σ3) (σ1 ⊗ (iσ2)) (σ2 ⊗ (iσ2)) (σ3 ⊗ (iσ2))

= i (σ1σ2σ3)⊗ (−iσ3σ2)

= i
(
iσ2

3

)
⊗ (−σ1) = I2×2 ⊗ σ1

; γ5 =

(
0 I2×2

I2×2 0

)
. (7.51)

Exercise: Show that in the Dirac representation,

σ0j = i

(
02×2 σj
σj 02×2

)
, and σjk = iεjkl

(
σl 02×2

02×2 σl

)
(7.52)

with j, k = 1, 2, 3.
A general 4 × 4 matrix has 16 independent components. From a representation of

γ−matrices we can construct 15 independent 4 × 4 matrices. Together with the unit
matrix I4×4, they constitute a basis. In other words, a general 4 × 4 matrix M can be
written as,

M4×4 = a0I4×4 + aµγ
µ + a5µγ5γ

µ + aµνσ
µν . (7.53)

Exercise: Find the coefficients a0, a5µ, aµν for a given 4× 4 matrix M.

7.5 Lagrangian for the Dirac field

After this survey of the properties of γ−matrices, we return to the Dirac equation,

(i6∂ −mI4×4)ψ = 0. (7.54)
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We have introduced the “slash” notation:

6a ≡ γµaµ, 6∂ ≡ γµ∂µ. (7.55)

The Dirac differential operator i6∂−m is a 4×4 matrix. The object ψ is a four dimensional
“Dirac spinor” and it has its own Lorentz transformation, which we shall derive in detail
later.

ψ(~x, t) ≡ ψa(~x, t) =


ψ1(~x, t)
ψ2(~x, t)
ψ3(~x, t)
ψ4(~x, t)

 . (7.56)

It is very important not to confuse a spinor ψ with a four dimensional vector, which has
truly different Lorentz transformations.

We can now take the Hermitian conjugate of the Dirac equation,

(i 6∂ −mI4×4)ψ = 0

; −i (γµ∂µψ)† −mψ† = 0

; −i
(
∂µψ

†) γµ† −mψ† = 0

; −i
(
∂µψ

†) γ0γµγ0 −mψ† = 0 (7.57)

Multiplying this equation with γ0 from the left, we obtain

−i
(
∂µψ

†) γ0γµ(γ0)2 −mψ†γ0 = 0

; −i
(
∂µ(ψ†γ0

)
γµ −m(ψ†γ0) = 0. (7.58)

We now define,
ψ̄ ≡ ψ†γ0. (7.59)

Then, the Hermitian conjugate of the Dirac equation reads

− i∂µψ̄γµ −mψ̄ = 0. (7.60)

We can obtain the Dirac equation and its conjugate from a Lagrangian density,

L = ψ̄ (i6∂ −m)ψ. (7.61)

Exercise: Derive the Euler-Lagrange equations for the spinor field components
ψa and ψ̄a.
This is a very important piece of information if we want to quantize the Dirac field
ψ. We will postpone the quantization of the Dirac field until after we gain a deeper
understanding of the origin of the Lagrangian, and the Lorentz transformation properties
of spinor fields.
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Chapter 8

Lorentz symmetry and free Fields

A fundamental requirement for physical laws is that they must be valid for all relativistic
observers. Assume that the fields φi(x

µ) describe a physical system in a certain coordinate
reference frame. Consider now a different relativistic observer. Space-time coordinates
in the frame of the two observers are related with a Lorentz transformation,

xµ → xµ′ = Λµ
νx

ν . (8.1)

The new observer will have to transform appropriately both fields and coordinates when
computing the Lagrangian,

φi(x)→ φ′i(x
′), L(x)→ L′(x′). (8.2)

We will require that the action is the same for both observers. In this way, if it is an
extremum for the physical values of φi(x) in the first reference frame, it will also be an
extremum for the physical values of the field φ′i(x

′) in the second relativistic frame. For
proper Lorentz transformations (det (Λµ

ν) = 1) we have

d4x′ = d4x det

(
∂xµ′

∂xν

)
= d4x det (Λµ

ν) = d4x. (8.3)

Then

S =

∫
d4xL(x) =

∫
d4xL′(x′) = S ′. (8.4)

Therefore, the action is relativistically invariant if the Lagrangian density is a scalar, i.e.
it does not transform under a Lorentz transformation:

L′(x′) = L(x), xµ → xµ′ = Λµ
νx

ν . (8.5)

How many such Lagrangian densities can we find? Obviously, Lorentz symmetry is
not sufficient on its own to determine all physical laws. We can restrict the problem to
Lagrangians which describe free relativistic particles, that do not interact with each other.
The Lagrangians that we are after may contain up to one only parameter, which is the
mass m of the free particles. In addition, the equations of motion and field quantization
should lead to the correct relativistic energy-momentum relation,

p2 = m2. (8.6)

A Lagrangian of free particles must contain derivatives of the fields ∂µφi. They are
needed to generate the momentum ∂µφi → pµ in the energy-momentum relation. We
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include a generic label i, allowing for the possibility of a particle with a mass m and
multiple degrees of freedom, such as charge, spin, etc. Our question has now become
more specific: How can we combine the fields φi and their derivatives ∂µφi into a scalar
Lagrangian with one only mass parameter? We need two ingredients:

• The transformation of derivatives ∂µ → ∂′µ under xµ → Λµ
νx

ν ,

• The fields transformations φi(x)→ φ′i(x
′) under xµ → Λµ

νx
ν .

It is straightforward to find the transformation of derivatives,

∂µ → ∂′µ =
∂

∂xµ′
=

∂xν

∂xµ′
∂

∂xν

; ∂µ → ∂′µ =
(
Λ−1

)ν
µ
∂ν . (8.7)

Similarly,
∂µ → ∂µ′ =

(
Λ−1

)µ
ν
∂ν . (8.8)

8.1 Field transformations and representations of the

Lorentz group

In this section, we will examine the allowed possibilities for linear field transformations 1,

φi(x)→ φ′i(x
′) = M(Λ)ijφj(x) (8.9)

under a space-time Lorentz transformation

xµ → Λµ
νx

ν . (8.10)

Lorentz transformations are a group, i.e if we perform two successive Lorentz trans-
formations,

x→ x′ = Λx,

and
x′ → x′′ = Λ′x′,

this is equivalent to performing a direct Lorentz transformation

x→ x′′ = Λ′′x,

with
Λ′′ = Λ′Λ. (8.11)

How about the matrices M(Λ)ij? Consider again the transformation x → x′′ = Λ′′x,
where the field is transformed as,

φ(x)→ φ′′(x′′) = M(Λ′′)φ(x). (8.12)

We can arrive to the frame x′′ by performing successive Lorentz transformations, x →
x′ = Λx→ x′′ = Λ′x′ = Λ′Λx. Then we have that,

φ′′(x′′) = M(Λ′)φ′(x′) = M(Λ′)M(Λ)φ(x). (8.13)

1Non-linear transformations “can be made” linear, and are not necessary to consider (eg BRST
symmetry in QFTII)
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For the last two equations to be consistent with each other, the field transformations
M(Λ) must obey:

M(Λ′Λ) = M(Λ′)M(Λ). (8.14)

In group theory terminology, this means that the matrices M(Λ) furnish a representation
of the Lorentz group. Field Lorentz transformations are therefore not random, but they
can be found if we find all (finite dimension) representations of the Lorentz group.

8.1.1 Scalar representation M(Λ) = 1

The simplest representation M(Λ) is the scalar representation, where a field φ(x) does
not change under Lorentz transformations,

φ(x)→ φ′(x′) = φ(x). (8.15)

A Lagrangian of a scalar field and its derivatives must have the transformations of the
derivatives canceled among themselves. A single derivative term,

∂µφ

is not a scalar. The minimum number of derivatives that are needed for a scalar is two,

(∂µφ) (∂µφ) , φ∂2φ.

The second term is actually equivalent to the first up to a total divergence. Let us assume
that a Lagrangian contains this term,

L = (∂µφ) (∂µφ) + . . . (8.16)

Then we can find the mass dimension of the field φ, by requiring that the action is
dimensionless (in natural units where c = h̄ = 1 ).

[mass]0 = [S] =

[∫
d4xL

]
= [x]4 [L] = [mass]−4 [L] (8.17)

which means that all Lagrangian densities must have mass dimensionality 4,

[L] = [mass]4 . (8.18)

From this we find that a scalar field φ has a mass dimensionality one,

[(∂µφ) (∂µφ)] = [mass]4

; [∂µ]2 [φ]2 = [mass]4

; [mass]2 [φ]2 = [mass]4

; [φ] = [mass]1 . (8.19)

A relativistically invariant Lagrangian may include terms with no derivatives, of the
type

φn.

Notice that the Klein-Gordon equation

LKlein−Gordon =
1

2
(∂µφ) (∂µφ)− m2

2
φ2, (8.20)

is, indeed, invariant under Lorentz transformations. In addition, the Klein-Gordon La-
grangian has the reflection symmetry φto↔ −φ.
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8.1.2 Vector representation M(Λ) = Λ

Another representation of the Lorentz group which is easy to figure out is the vector
representation, corresponding to

M(Λµ
ν) = Λµ

ν . (8.21)

A field in the vector representation transforms as,

Aµ(x)→ Aµ′(x′) = Λµ
νA

ν(x), xµ′ = Λµ
νx

ν . (8.22)

Terms where all Lorentz indices are contracted are invariant under Lorentz transfor-
mations, Exercise:Show that the following terms are invariant under Lorentz transfor-
mations

(∂µA
µ) , (∂µAν) (∂µAν) , (∂µAν) (∂νAµ) . (8.23)

Lorentz invariance is not the only symmetry that can be required for free fields. For,
example, the Lagrangian for the electromagnetic field is

LEM = −1

2
[(∂µAν) (∂µAν)− (∂µAν) (∂νAµ)] , (8.24)

where only a certain combination of two dimension four operators with two derivatives
is present in the Lagrangian. This is because of the additional symmetry under gauge
transformations which constrains further the Lagrangian form.

8.2 Generators of field representations of Lorentz sym-

metry transformations

Are the scalar and the vector representation the only representations that we can find?
How do we find the rest of them? This question simplifies if we look at small Lorentz
transformations and their properties.

A small Lorentz transformation is,

Λµ
ν = δµν + ωµν , (8.25)

where the parameters of the transformation satisfy 2

ωµν = −ωµν . (8.26)

Any n× n matrix representation of this transformation on fields,

Mab (Λµ
ν) = Mab (δµν + ωµν) , a, b = 1 . . . n (8.27)

can be expanded in the small parameters ωµν ,

Mab (Λµ
ν) = Mab (δµν) +

∑
µ<ν

ωµν
∂Mab(Λ)

∂ωµν

∣∣∣∣
ω=0

+O(ω2). (8.28)

In the above, we restrict the summation to µ < ν so that we do not include twice the con-
tribution of the same parameter ωµν via its antisymmetric form ωνµ. The n−dimensional
representation Mab (δµν) of the unit transformation is the n× n unit matrix,

Mab (δµν) = In×n. (8.29)

2 Notice that generally ωµν 6= −ωνµ. Rather, Eq. (8.26) implies that ωµν = −ω µ
ν .
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The derivatives of the representation matrices M with respect to the small transformation
parameters define the so called generators of the representation,

(JµνM )ab ≡ i
∂Mab(Λ

µ
ν )

∂ωµν

∣∣∣∣
ω=0

. (8.30)

The generators form a basis, such that the representation of every small Lorentz
transformation can be written as a linear combination of the generators plus the unit,

Mab (Λ) = In×n − iωµνJµνM . (8.31)

Finite Lorentz transformations are also generated by exponentiating linear combi-
nations of the generators. If Λµ

ν represents large boosts and/or rotations it cannot be
expanded directly in small parameters. Then, we can use the representation property,

M(Λ) = M(Λ1) . . .M(ΛN), with Λ = Λ1Λ2 . . .ΛN (8.32)

and construct these large Lorentz transformations exactly from an infinite product of in-
finitesimal Lorentz transformations with small parameters ωij. At the end, every Lorentz
transformation can be written in the exponential form,

M(Λ) = e−i
∑
µ<ν ωµνJ

µν
M . (8.33)

The generators of a group representation is all we ever need in order to determine com-
pletely the representation.

8.2.1 Generators of the scalar representation

Let us now study the generators of the scalar representation of the Lorentz symmetry
transformation. In this representation, under a Lorentz transformation

xµ → xµ′ = Λµ
νx

ν , (8.34)

a scalar field remains invariant

φ′(xµ′) = φ(xµ) ; φ′(Λµ
νx

ν) = φ(xµ). (8.35)

The complete transformation of a scalar field is rather trivial. We can recall that a small
symmetry transformation of the field can be decomposed into two parts, the “variation
at a point” and the variation from one point to another one (of a very close proximity in
the linear approximation),

∆φ(x) ≡ φ′(xµ′)− φ(xµ) = δ∗φ(x) + δφ(x) = 0, (8.36)

where
δφ(x) = φ(Λx)− φ(x) (8.37)

and
δ∗φ(x) = φ′(x)− φ(x) (8.38)

The variation at a point δ∗φ, we can compute as follows. Setting x→ Λ−1x in Eq. (8.35)
we have,

φ′(xµ) = φ(Λ−1µ
νx

ν), (8.39)
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which for small Lorentz transformations becomes

φ′(xµ) = φ(xµ − ωµνxν)
= φ(xµ)− ωµνxν∂µφ(xµ) +O(ω2)

= φ(xµ)− 1

2
(ωµν − ωνµ)xν∂µφ(xµ) +O(ω2)

= φ(xµ) + ωµν
1

2
(xµ∂ν − xν∂µ)φ(xµ) +O(ω2)

; φ′(x) =

(
1− i

2
ωµνJ

µν
scalar

)
φ(x) (8.40)

with the generators of the Lorentz group in the scalar representation being:

Jµνscalar = −i (xµ∂ν − xν∂µ) . (8.41)

An explicit calculation (exercise) yields the identity,

[Jµ1µ2

scalar, J
µ3µ4

scalar] =

i (gµ2µ3Jµ1µ4

scalar + gµ1µ4Jµ2µ3

scalar − g
µ2µ4Jµ1µ3

scalar − g
µ1µ3Jµ2µ4

scalar) . (8.42)

The above commutation relations of the generators form what is known as the “Lie
algebra” of the Lorentz group. Here, we derived it from the scalar field representation of
the symmetry transformation. However, as we shall see explicitly, it is satisfied by the
generators of every other representation of the symmetry group.

Finally, let us remark that by multiplying an infinite product of small transformations,
given the existence of Eq. (8.42), Eq. (8.40) turns into an exponentiated form. We have,

φ′(x) = e−
i
2
ωµνJ

µν
scalarφ(x). (8.43)

8.2.2 Generators of the vector representation

We can see that the Lie algebra is universal to all generator representations by repeating
the same analysis for the generators of the vector representation. A vector field Aα(xµ),
transforms as

Aα(xρ) → Aα′(xρ′) = Λα
βA

β(xρ)

=
(
δαβ + ωαβ

)
Aβ (xρ) +O(ω2)

= Aα (xρ) + ωαβA
β (xρ) +O(ω2)

; Aα′(xρ′) =

(
δαβ −

i

2
ωµν (Jµνvector)

α
β

)
Aβ(xρ), (8.44)

with
(Jµνvector)αβ = i

(
δµαδ

ν
β − δναδ

µ
β

)
. (8.45)

We can now compute explicitly (exercise) the commutators of the generators of the
vector field representation,

[Jµ1µ2
vector, J

µ3µ4
vector]αβ =

i
[
gµ2µ3 (Jµ1µ4

vector)αβ + gµ1µ4 (Jµ2µ3
vector)αβ − g

µ2µ4 (Jµ1µ3
vector)αβ − g

µ1µ3 (Jµ2µ4
vector)αβ

]
.

(8.46)
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We see indeed that the commutators of the vector representation satisfy the same Lie
algebra as in the scalar representation (Eq. 8.42). This is of course what we expect from
the theory of Lie groups, which we will review in the follwowing subestion.

A Lorentz transformation on a vector field changes its orientation by mixing the
indices of Aα. The generators of the transformation for the vector orientation are given
in Eq. 8.45. In an exponentiated form, which can be also applied to large transformations,
we have

Aα′(x′) = e
− i

2
ωµν(Jµνvector)

α

βAβ(x). (8.47)

Exercise: Prove that a Lorentz transformation of a vector field “at a point” is

Aα′(x) = e
− i

2
ωµν

[
(Jµνvector)

α

β
+δαβ J

µν
scalar

]
Aβ(x). (8.48)

8.2.3 Lie algebra of continuous groups

Our discussion of the Lorentz symmetry is more general and it applies to any continuous
symmetry transformation

T (θa)

parameterized by a set of continuous parameters

{θa}, a = 1 . . . N

The symmetry transformations form a Lie group and the product of two such transfor-
mations is also a symmetry transformation belonging to the group:

T (θa1)T (θa2) = T (fa(θa1 , θ
a
2)) . (8.49)

We arrange so that for the unit element of the symmetry group corresponds to all values
of the parameters being zero, θa = 0,

T (θa = 0) = 1. (8.50)

The product rule of Eq. 8.49 and our definition of the unit transformation of Eq. 8.50
yield:

fa(0, θa) = fa(θa, 0) = θa (8.51)

Restricting ourselves to small transformations around the unity transformation, we
perform a Taylor expansion around θa = 0:

fa(θa1 , θ
a
2) = fa(0, 0) +

∂fa

∂θb1
θb1 +

∂fa

∂θb2
θb2

+
1

2

∂2fa

∂θb1∂θ
c
1

θb1θ
c
1 +

1

2

∂2fa

∂θb2∂θ
c
2

θb2θ
c
2 +

∂2fa

∂θb1∂θ
c
2

θb1θ
c
2 + . . . (8.52)

Imposing the requirement of Eq 8.51 leads to the form:

fa(θa1 , θ
a
2) = θa1 + θa2 + fabcθ

b
1θ
c
2 + . . . (8.53)

For an ordinary representation U(T ) of the symmetry group,

U(T (θa1))U(T (θa2)) = U (T (fa(θa1 , θ
a
2))) . (8.54)
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For small parameters θa, we can expand the representation of the transformation as
follows:

U(T (θa)) = 1 + iθata +
1

2
θbθctbc + . . . (8.55)

where 1, ta, tbc in the above equation are matrices of the same dimensionality as U(T (θa))
and the matrix tbc is symmetric in b and c:

tbc = tcb. (8.56)

Expanding, using Eq. 8.55, the terms in Eq. 8.54 we have(
1 + iθa1ta +

1

2
θb1θ

c
1tbc + . . .

)(
1 + iθa2ta +

1

2
θb2θ

c
2tbc + . . .

)
=1 + i

(
θa1 + θa2 + fabcθ

b
1θ
c
2 + . . .

)
ta +

1

2

(
θb1 + θb2 + . . .

)
(θc1 + θc2 + . . .) tbc

Matching the powers of θa1 , θ
a
2 , we find that

tbc = −tbtc − ifabcta. (8.57)

From the symmetry of tbc, we obtain:

0 = tbc − tcb = −(tbtc − tctb)− i(fabc − facb)ta (8.58)

This leads to the commutation relation for the matrices ta:

[tb, tc] = iCa
bcta. (8.59)

where the constants
Ca
bc = facb − fabc (8.60)

are antisymmetric in c ↔ b and are called the structure constants of the Lie-group.
As you may observe, the structure constants do not depend on the specific representa-
tion U(T (θa)). Instead, the matrices ta are specific to the representation and have the
same dimensionality. These matrices are known as the generators of the representation.
Knowing the generators, we can construct the representation of an arbitrary symmetry
transformation by using the product property of Eq. 8.54 to assemble large symmetry
transformations from many small ones where the expansion of Eq 8.55 is valid. The com-
mon commutation relation of Eq. 8.59 satisfied by the generators of all representations
of the symmetry group is known as a Lie algebra.

Requiring that the representation of a symmetry transformation is unitary, leads to
the conclusion that the generators of the transformation are Hermitian operators:

UU † = 1 ; t†a = ta. (8.61)

Therefore, generators are good candidates for physical observables.
In the case of the Lorentz group, we have:

[JµνM , JρσM ] = iCαβ
µνρσJ

αβ
M . (8.62)

The coefficients Cαβ
µνρσ are the structure constants of the Lorentz group.

We now have a better strategy in order to find representations of the Lorentz group:
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• First, we will use any of the representations that we already know, the scalar or
vector representation, in order to find the structure constants Cαβ

µνρσ of the Lorentz
group.

• Then we shall attempt to find matrices Jµνn×n for each finite dimension n which
satisfy the Lie algebra of Eq. 8.62. If we succeed, then we have found an n × n
representation of the generators, and by exponentiation, an n×n representation of
the group.

8.3 Spinor representation

We can find all possible generators for the representations of the Lorentz with a finite
dimension in a systematic manner. Of particular interest to us is the Dirac or spinor
representation of the Lorenz group, which has the same dimensionality 4× 4 s the vector
representation. We can verify, after some algebra, that the 4× 4 matrices,

Sµν =
i

4
[γµ, γν ] , (8.63)

satisfy the same commutation relation as in Eq. 8.42. Explicitly,

[Sµ1µ2 , Sµ3µ4 ] =

i (gµ2µ3Sµ1µ4 + gµ1µ4Sµ2µ3 − gµ2µ4Sµ1µ3 − gµ1µ3Sµ2µ4) . (8.64)

Therefore, they are generators of a new representation for the Lorentz group, which is
neither the scalar nor the vector representation. We call this new representation “spinor”
representation. A spinor field

ψ(x) =


ψ1(x)
ψ2(x)
ψ3(x)
ψ4(x)

 , (8.65)

transforms under as,
ψ′(x′) = Λ 1

2
ψ(x), (8.66)

with a finite spinor transformation being

Λ 1
2

= e−
i
2
ωµνSµν . (8.67)

We find that (exercise) the commutator of the generator Sµν with a γ−matrix is

[γµ, Sρσ] = i
(
δρµγ

σ − δσµγρ
)
, (8.68)

or, in the more suggestive form,

[γµ, Sρσ] = (Jρσvector)
µ
ν γ

ν . (8.69)

The above equation can be exponentiated into a general result,

Λ−1
1
2

γµΛ 1
2

= Λµ
νγ

ν . (8.70)

Exercise: Prove Eq. 8.70 in the case of very small Lorentz transformations,
by expanding in the transformation parameters ωµν both sides of the equation
and using Eq 8.69.
In the same manner, we verify that:

Λ 1
2
γµΛ−1

1
2

= (Λ−1)µνγ
ν . (8.71)
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8.4 Lorentz Invariance of the Dirac Lagrangian

It is easy to verify that both terms, ψ̄ψ and ψ̄ 6∂ψ, in the Dirac Lagrangian are invari-
ant under Lorentz transformations. As in many previous instances, we shall use the
mathematical properties of Lie groups, which allow us to find transformation rules for
representations for small Lorentz transformations, and simply exponentiate the results at
the end in order to write down the general transformations.

Starting from the transformation of a spinor field, we have:

ψ → Λ 1
2
ψ

; ψ† → ψ†Λ†1
2

' ψ†
(

1− i

2
ωµνS

µν

)†
' ψ†

(
1 +

i

2
ωµνS

†µν
)

(8.72)

We also have,

S†
µν

=

(
i

4
[γµ, γν ]

)†
= − i

4

[
γν†, γµ†

]
=
i

4

[
γ0γµγ0, γ0γνγ0

]
; Sµν† = γ0Sµνγ0. (8.73)

Thus, we have for the transformation of the conjugate spinor field,

ψ† → ψ†γ0

(
1 +

i

2
ωµνS

µν

)
γ0, (8.74)

and for finite Lorentz transformations,

ψ† → ψ†γ0Λ−1
1
2

γ0. (8.75)

We observe that ψ† does not really transform with the inverse transformation of ψ.
However, ψ̄ does. Multiplying from the left with γ0 both sides of the above transformation
rule, we obtain

ψ†γ0 → ψ†γ0Λ−1
1
2

(
γ0
)2

; ψ̄ → ψ̄Λ−1
1
2

. (8.76)

It is now obvious that the mass term in the Dirac Lagrangian is Lorentz invariant,

mψ̄ψ → mψ̄Λ−1
1
2

Λ 1
2
ψ = mψ̄ψ. (8.77)

The derivative term of the Dirac equation is also Lorentz invariant,

ψ̄γµ∂µψ → ψ̄Λ−1
1
2

γµ
(
Λ−1

)ν
µ

Λ 1
2
∂νψ

= ψ̄
(

Λ−1
1
2

γµΛ 1
2

) (
Λ−1

)ν
µ
∂νψ

= ψ̄γρΛµ
ρ

(
Λ−1

)ν
µ
∂νψ

= ψ̄γρδνρ∂νψ

= ψ̄ 6∂ψ. (8.78)
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We see that the Dirac Lagrangian contains only the two simplest scalar terms that
may be formed out of fields transforming in the spinor representation of the Lorentz
group. The relative sign between these two terms is easy to determine by requiring that
the equations of motion will also satisfy the Klein-Gordon equation, which gives the
relativistically correct energy momentum relations, p2 = m2.

8.5 General representations of the Lorentz group

The scalar, vector, and spinor representations are the simplest representations of the
Lorentz group. However, there is an infinite number of n × n representations. All of
them can be found easily by observing that the Lie algebra of the Lorentz group is the
same as for an SU(2) × SU(2) group. Let us consider the generators in an arbitrary
representation, which satisfy the commutation relationship,

[Jµ1µ2 , Jµ3µ4 ] =

i (gµ2µ3Jµ1µ4 + gµ1µ4Jµ2µ3 − gµ2µ4Jµ1µ3 − gµ1µ3Jµ2µ4) .

(8.79)

We now define the linear combinations,

Ki ≡ J0i, (8.80)

and

Li ≡
1

2
εijkJ

jk. (8.81)

We can change the basis of generators comprising from the six 3 generators Jµν with
the linear combinations {Li, Ki}. The generators Li are generators of rotations around
the axis−i, and the generators Ki are generators of boosts in the direction−i (exercise:
demonstrate this for the generators in the vectorial representation). Rotations
are a subgroup of the Lorentz group, which satisfy an SU(2) algebra. We find the
commutation relations,

[Li, Lj] = iεijkLk. (8.82)

However, boosts do not form a subgroup of the Lorentz group. Two boosts in two different
directions are not a boost in a third direction, but rather a rotation. We find that the
commutators of boost generators are,

[Ki, Kj] = −iεijkLk. (8.83)

The commutator of a boost and a rotation generator is,

[Li, Kj] = iεijkKk. (8.84)

Define now the linear combinations,

J±i ≡
Li ± iKi

2
. (8.85)

Then the Lie algebra breaks into two independent SU(2) algebras,[
J+
i , J

+
j

]
= iεijkJ

+
k , (8.86)

3they are antisymmetric
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[
J−i , J

−
j

]
= iεijkJ

−
k , (8.87)

and [
J+
i , J

−
j

]
= 0. (8.88)

We have already learned about the representations of the SU(2) group in Quantum
Mechanics. These can be labeled according to a “spin” number,

j = 0,
1

2
, 1,

3

2
, . . .

Each representation acts on (2j + 1) objects ψm with

m = −j,−j + 1, . . . j − 1, j, (8.89)

transforming them into each other under SU(2).
A general representation of the Lorentz group acts on (2j+ + 1)(2j− + 1) objects

ψm+,m− , and is labeled by the numbers (j+, j−), e.g.

(0, 0), (
1

2
, 0), (0,

1

2
), (0, 1), (

1

2
,
1

2
), . . . . (8.90)

The massive Dirac field transforms in the mixed representation,

(
1

2
, 0)⊕ (0,

1

2
).

8.6 Weyl spinors

As we have already noted, γ−matrices are not unique, and there are many equivalent
representations. We introduce here a representation which shows better the decomposi-
tion of the Lorentz group into two SU(2) subgroups. This is called the chiral or Weyl
representation, defined as

γ0 = I2×2 ⊗ σ1, γi = σi ⊗ (iσ2). (8.91)

As an exercise, you can prove that indeed this set of gamma-matrices satisfies the
Clifford algebra,

{γµ, γν} = 2gµνI4×4. (8.92)

In the chiral representation, the generators of the spinorial Lorentz group representation

Sµν =
i

4
[γµ, γν ] , (8.93)

take a block-diagonal form,

S0j = − i
2
σj ⊗ σ3 = − i

2

(
σj 02×2

02×2 −σj

)
, (8.94)

and

Sjk =
1

2
εjkiσl ⊗ I2×2 =

1

2
εjkl

(
σl 02×2

02×2 σl

)
. (8.95)

A Lorentz transformation for a spinor is

Λ 1
2

= e−
i
2
ωµνSµν , (8.96)
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and the exponent takes the explicit form,

− i
2
ωµνS

µν = − i
2
ω0jS

0j − i

2
ωj0S

j0 − i

2
ωjkS

jk

= −~β ·
(
~σ

2
⊗ σ3

)
− i~θ ·

(
~σ

2
⊗ I2×2

)
, (8.97)

with

βj =
ω0j

2
and θl =

1

2
εjklω

jk. (8.98)

Under a small Lorentz transformation a spinor ψ transforms as,

ψ → ψ′ = e−
i
2
ωµνSµνψ

'
(

1− i

2
ωµνS

µν

)
ψ

=


[
1− i

2

(
~θ − i~β

)
· ~σ
]( ψ1

ψ2

)
[
1− i

2

(
~θ + i~β

)
· ~σ
]( ψ3

ψ4

)
 (8.99)

The two-dimensional objects,

ψL ≡
(
ψ1

ψ2

)
and ψR ≡

(
ψ3

ψ4

)
, (8.100)

are called “Weyl spinors” and transform independently under a Lorentz transformation,

ψL → ψ′L =

[
1− i

2

(
~θ − i~β

)
· ~σ
]
ψL, (8.101)

and

ψR → ψ′R =

[
1− i

2

(
~θ + i~β

)
· ~σ
]
ψR. (8.102)

In an exponential form,

ψL → ψ′L = ΛLψL and ψL → ψ′R = ΛRψR, (8.103)

with
ΛL = e−

i
2(~θ−i~β)·~σ, (8.104)

and
ΛR = e−

i
2(~θ+i~β)·~σ. (8.105)

We now write the Dirac equation in terms of Weyl spinors ψL and ψR,

0 = (i 6∂ −m)ψ

=
(
iγ0∂0 + iγj∂j −m14×4

)
ψ

=
(
i(I2×2 ⊗ σ1)∂0 − i (~σ ⊗ (iσ2)) ~∇−m12×2 ⊗ 12×2

)
ψ

;

 −m i
(
∂0 + ~σ · ~∇

)
i
(
∂0 − ~σ · ~∇

)
−m

( ψL
ψR

)
= 0. (8.106)
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The mass m mixes the two Weyl spinors ψL, ψR. However, for a massless particle the
Dirac equation is diagonalized into two independent equations for the Weyl spinors,

∂0ψR = −~σ · ~∇ψR, (8.107)

and
∂0ψL = ~σ · ~∇ψL. (8.108)

These are known as Weyl equations. For plane wave solutions (which correspond to
particles of definite momentum),

ψL,R(~x, t) = uL,Re
−ip·x, (8.109)

Weyl equations turn into:
~p · ~σ
|~p|

ψL = −ψL (8.110)

and
~p · ~σ
|~p|

ψR = +ψR. (8.111)

Therefore, the ψL,R plane wave solutions are eigenstates of the “helicity operator”

ĥ ≡ ~p · ~σ
|~p|

= p̂ · σ, (8.112)

which measures the projection of the spin of the particle on the direction of the motion.
The spin of the “right-handed” spinors ψR is aligned to the momentum of the particle,
while it points to the opposite direction for “left-handed” spinors ψL. Notice that only
massless particles can have definite helicity, while for massive particles the value of the
helicity is frame dependent.

Let us now return to the general case of massive particles. We have:

ψ̄ = ψ†γ0 =
(
ψ†L, ψ

†
R

)( 02×2 I2×2

I2×2 02×2

)
=
(
ψ†R, ψ

†
L

)
(8.113)

Then, the Dirac Lagrangian in terms of Weyl spinors becomes (exercise):

LDirac = ψ̄ (i6∂ −m)ψ

= iψ†L

(
∂0 − ~σ · ~∇

)
ψL + iψ†R

(
∂0 + ~σ · ~∇

)
ψR −m

(
ψ†LψR + ψ†RψL

)
(8.114)

We observe that it is only the mass term which mixes the left-handed and right-handed
spinors. For a massless theory, the left-handed and right-handed fields are agnostic and
oblivious of each other.

Finally, we note (exercise) that the Dirac Lagrangian is symmetric under a U(1)
pgase-transformation,

ψ → ψ′ = eiθψ ↔ ψL,R → ψ′L,R = eiθψL,R (8.115)
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8.7 Majorana equation

Exercise: Let’s prove the identity,

σ2~σ
∗ = −~σσ2. (8.116)

Then , the spinor
ψcL ≡ σ2ψ

∗
L, (8.117)

transforms as,

σ2ψ
∗
L → σ2(1− i

2

(
~θ − i~β

)
· ~σ)∗ψ∗L

= σ2(1 +
i

2

(
~θ + i~β

)
· ~σ∗)ψ∗L

= (1− i

2

(
~θ + i~β

)
· ~σ)σ2ψ

∗
L

; ψcL → ΛRψ
c
L (8.118)

Similarly,
ψcR → ΛLψ

c
R. (8.119)

We found a somewhat surprising result, that the spinor ψCL (which is made out of the
components of a left-handed Weyl spinor) transforms as a right-handed Weyl-spinor.
The Dirac Lagrangian for a massive spin-1

2
fermion is therefore not the only one which

is Lorentz invariant. We could write a Lagrangian made exclusively out of left-handed
spinors, replacing ψR with ψcL in the mass term of the Dirac Lagrangian of Eq. 8.114.
The Lagrangian we obtain in this way is due to Majorana:

LMaj = iψ†L

(
∂0 − ~σ · ~∇

)
ψL −

m

2

(
ψ†Lψ

c
L + ψc†L ψL

)
= iψ†L

(
∂0 − ~σ · ~∇

)
ψL −

m

2

[
ψTLσ2ψL + ψ†Lσ2ψ

∗
L

]
(8.120)

Exercise: What is the Majorana Lagrangian for a right-handed Weyl spinor?
Notice, that unlike the Dirac Lagrangian, the Majorana Lagrangian is not invariant

under a U(1) transformation. In particular, under

ψL → eiθψL,

the mass term depends on theta, since

ψTL(iσ2)ψL → e2iθψTL(iσ2)ψL, ψ†L(iσ2)ψ∗L → e−2iθψ†L(iσ2)ψ∗L

The absense of a U(1) symmetry means that there is no conserved quantity which we
can assign to the electric charge. Therefore, the Majorana equation could not be used to
describe spin-1

2
electrically charged particles, such as electrons.

For a long time, it was believed that only the Dirac equation had a physical reali-
sation and that the Majorana equation was a mere theoretical possibility. However, it
has now been shown experimentally that neutrinos, which have no electric charge and
electromagnetic interactions, have a mass. It is believed that the Majorana equation can
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be used to give a mass contribution to neutrinos. It is still an open experimental question
whether the mass of the neutrinos is “Dirac” or “Majorana”.

Let us now focus on the mass term of the Lagrangian. If we write

ψL =

(
ψ1

ψ2

)
, (8.121)

then

ψcL = σ2ψ
∗
L = −i

(
0 1
−1 0

)(
ψ∗1
ψ∗2

)
= i

(
−ψ∗2
ψ∗1

)
(8.122)

and then
ψ†lψ

c
L = i (−ψ∗1ψ∗2 + ψ∗2ψ

∗
1) . (8.123)

If psi1, ψ2 are customary classical fields which commute with each other, then the above
expression is zero and therefore the mass term does not exist. However, there is another
possibility. If we impose that the ψi’s are anticommuting (so called, Grassmann variables)
then

ψ∗1ψ
∗
2 = −ψ∗2ψ∗1. (8.124)

8.7.1 Majorana Lagrangian and Majorana equation in a four-
dimensional spinor notation*

The equations of motion give the Majorana equation(
∂0 − ~σ · ~∇

)
ψL = mψcL (8.125)

Exercise: Prove that in the massless limit:

ĥψcL = +ψcL, ĥψcR = −ψcR.
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Chapter 9

Classical solutions of the Dirac
equation

In this chapter, we shall solve classically the equations of motion for the Dirac field,
i.e. the classical Dirac equation. As we have already demonstrated, a field ψ which
satisfies the Dirac equation it also satisfies the Klein-Gordon equation. So, it must admit
a plane-wave solution. We consider first the general case

ψ(x) = u(p)e−ip·x, (9.1)

with
p2 = m2. (9.2)

For now, we shall restrict ourselves to the cases with positive energy solutions, p0 > 0.
Substituting into the Dirac equation, we obtain additional restrictions for the spinor u(p),

(i 6∂ −m)u(p)e−ip·x = 0

; (6p−m)u(p) = 0. (9.3)

Using the Weyl representation for γ−matrices, γ0 = I2×2⊗ σ1, γ
j = σj ⊗ (iσ2), we obtain(

−mI2×2 p0I2×2 − ~σ · ~p
p0I2×2 + ~σ · ~p −mI2×2

)(
ξ
η

)
=

(
0
0

)
, (9.4)

where we write the four-component spinor u(p) in terms of two Weyl-spinors ξ, η with
two components each:

u(p) ≡
(
ξ
η

)
. (9.5)

It is of course possible to find solutions of the above equation directly. However, we
may also want to use some cleverness, and exploit the fact that the field ψ transforms as
a spinor. Consequently,

ψ′(x′) = Λ 1
2
ψ(x), (9.6)
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and equivalently

u′(p′)e−ip
′·x′ = Λ 1

2
u(p)e−ip·x

; u′(Λp)e−i(Λp)·(Λx) = Λ 1
2
u(p)e−ip·x

; u′(Λp)e−ip·x = Λ 1
2
u(p)e−ip·x

u′(Λp) = Λ 1
2
u(p). (9.7)

and u(p) also transforms as a spinor, under a Lorentz transformation,

pµ → pµ′ = Λµ
νp
ν . (9.8)

The strategy for finding a general solution u(p) is then simple. We first solve the Dirac
equation for an especially simple value of the momentum pµ, and then we perform a
Lorentz transformation to obtain the result for a general value of the momentum.

9.1 Solution in the rest frame

The Dirac equation (Eq. 9.4) assumes its simplest form in the rest frame,

pµ = m(1,~0). (9.9)

yielding, (
−mI2×2 mI2×2

mI2×2 −mI2×2

)(
ξ
η

)
=

(
0
0

)
, (9.10)

and, equivalently,
ξ = η. (9.11)

The general solution for the spinor u in the rest frame is,

u
(
pµ = (m,~0)

)
=
√
m

(
ξ
ξ

)
. (9.12)

The factor
√
m is a convenient normalization for future purposes, and the Weyl spinor ξ

is arbitrary. We can choose it to be a linear combination,

ξ =
∑
s=+,−

csξ
s, (9.13)

with

ξ+ =

(
1
0

)
, and ξ− =

(
0
1

)
. (9.14)

Notice that this basis diagonalizes σ3, with

σ3ξ
± = ±ξ±. (9.15)

From this solution of the Dirac equation in the rest frame, we can go to any other
momentum value with a boost.
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9.2 Lorentz boost of rest frame Dirac spinor along

the z-axis

First, we boost any vector along the z-axis, with a very small Lorentz transformation,

pµ → pµ′ = Λµ
νp
ν ' pµ + ωµνp

ν , (9.16)

where,
ωµν = 0, except ω03 = −ω30 = Y. (9.17)

Notice that,
ω0

3 = g00ω03 = Y, ω3
0 = g33ω30 = −(−Y ) = Y. (9.18)

The transformed momenta are,

p0′ = p0 + Y p3, p1′ = p1, p2′ = p2, p3′ = p3 + Y p0, (9.19)

which is conveniently written as,(
p0′

p3′

)
= (I2×2 + Y σ1)

(
p0

p3

)
. (9.20)

For a finite boost of a vector along the z-direction, we have(
p0′

p3′

)
= eY σ1

(
p0

p3

)
. (9.21)

We can compute the exponential easily, noting that σ2
1 = I2×2,

eY σ1 =
∞∑
n=0

Y n

n!
σn1

=
∞∑
k=0

Y 2k

(2k)!
σ2k

1 +
∞∑
k=0

Y 2k+1

(2k + 1)!
σ2k+1

1

= I2×2

∞∑
k=0

Y 2k

(2k)!
+ σ1

∞∑
k=0

Y 2k+1

(2k + 1)!

; eY σ1 = I2×2 coshY + σ1 sinhY. (9.22)

We apply this transformation for the momentum vector at rest,(
m
0

)
→
(
E
p3

)
= (I2×2 coshY + σ1 sinhY )

(
m
0

)
;

(
E
p3

)
=

(
m coshY
m sinhY

)
. (9.23)

We can then invert the above equations and compute the parameter Y which generates the
Lorentz boost, known as rapidity, in terms of the components of the boosted momentum.
We find (exercise:)

eY =
E + p3

m
, e−Y =

E − p3

m
, Y =

1

2
ln
E + p3

E − p3
. (9.24)
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Let us now find the transformation of a spinor, under the same Lorentz boost. The
transformation matrix is,

Λ 1
2

= e−
i
2
ωµνSµν = e−

i
2
ω03S03− i

2
ω30S30

= e−
Y
2
σ3⊗σ3

=
∞∑
n=0

(
−Y

2

)n
n!

(σ3 ⊗ σ3)n

=
∞∑
n=0

(
−Y

2

)n
n!

σn3 ⊗ σn3

=
∞∑

n=odd

(
−Y

2

)n
n!

σn3 ⊗ σn3 +
∞∑

n=even

(
−Y

2

)n
n!

σn3 ⊗ σn3

=
∞∑

n=odd

(
−Y

2

)n
n!

σ3 ⊗ σ3 +
∞∑

n=even

(
−Y

2

)n
n!

I2×2 ⊗ I2×2

; Λ 1
2

= cosh

(
Y

2

)
I2×2 ⊗ I2×2 − sinh

(
Y

2

)
σ3 ⊗ σ3. (9.25)

Applying this spin boost transformation to our solution of the Dirac equation at the rest
frame, we obtain

u(p) = Λ 1
2

√
m

(
ξs

ξs

)

; us(p) =

 [√
E + p3 (1−σ3)

2
+
√
E − p3 (1+σ3)

2

]
ξs[√

E + p3 (1+σ3)
2

+
√
E − p3 (1−σ3)

2

]
ξs

 (9.26)

where we have used the expression for the rapidity, derived in Eq. 9.24. We observe that,(
1± σ3

2

)2

=
1± σ3

2
, (9.27)

or, equivalently,

1± σ3

2
=

√
1± σ3

2
, (9.28)

and that
1 + σ3

2
· 1− σ3

2
= 0. (9.29)

We can then collect all terms in Eq. 9.26 under a common square root,

us(p) =

 √
(E + p3) (1−σ3)

2
+ (E − p3) (1+σ3)

2
ξs√

(E + p3) (1+σ3)
2

+ (E − p3) (1−σ3)
2

ξs


(9.30)

which simplifies to

us(p) =

( √
E − p3σ3 ξ

s√
E + p3σ3 ξ

s

)
(9.31)

This is the general solution for the spinor u(p), when pµ = (E, 0, 0, p3).
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9.3 Solution for an arbitrary vector

We can obtain the spinor solution u(p) of the Dirac equation for an arbitrary vector pµ, by
performing a rotation of the solution that we found for pµ = (E, 0, 0, p3). In fact, things
are simpler now and there is not much work to do, if we can write down the previous
result in a covariant form.

We define,
σµ ≡ (1, ~σ) , (9.32)

and
σ̄µ ≡ (1,−~σ) . (9.33)

Then the expression for the spinor us(p), Eq. 9.31, is written as

us(p) =

( √
σ · p ξs√
σ̄ · p ξs

)
(9.34)

You can verify (exercise) that this is actually a solution of the Dirac equation for an
arbitrary vector pµ. For this, you will need the generally useful identity,

(σ · p)(σ̄ · p) = p2 = m2, (9.35)

and to rewrite the Dirac differential operator as

6p−m =

(
−m p · σ
p · σ̄ −m

)
(9.36)

in Eq. 9.4.

9.4 A general solution

We have found a general solution for the Dirac equation, of the form

ψ(x) = us(p)e−ip·x, with p0 > 0. (9.37)

Another possibility is,
ψ(x) = v(p)e+ip·x, with p0 > 0. (9.38)

Substituting into the Dirac equation we find that the spinor vs(p) satisfies

(6p+m) v(p) = 0. (9.39)

Repeating the same steps as for u(p), we find this equation is satisfied by spinors

vs(p) =

( √
σ · p ξs

−
√
σ̄ · p ξs

)
. (9.40)

A general solution for the classical Dirac equation is,

ψ(x) =
∑
s

∫
d3~p

(2π)22ωp

[
as(p)u

s(p)e−ip·x + b∗s(p)v
s(p)e+ip·x] , (9.41)
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where the as(p) and bs(p) are arbitrary coefficients, and

ωp = p0 =
√
~p2 +m2. (9.42)

We have not discussed explicitly solutions with p0 < 0. At the classical level, these are
included in the above integral, as you can easily verify by repeating here the analysis of
Section 5.1.1. Dirac interpreted these negative energy solutions with an ingenious theory
(Dirac sea), which lead to the discovery of antimatter. We do not need to bother with
this interpretation, except out of historic interest. As with the Klein-Gordon equation,
field quantization gives consistently rise to physical states which have a positive energy.
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Chapter 10

Quantization of the Dirac Field

To quantize the Dirac field, we promote the field into an operator,

ψ(~x, t) =

∫
d3~p

(2π)32ωp

∑
s

[
as(p)us(p)e

−ip·x + b†s(p)vs(p)e
ip·x] . (10.1)

The conjugate momentum of the field is,

π(~x, t) =
∂L
∂ψ̇

= iψ†(~x, t), (10.2)

where the Lagrangian of the Dirac field is,

L = ψ̄ (i6∂ −m)ψ. (10.3)

The conjugate field is given by,

ψ†(~x, t) =

∫
d3~p

(2π)32ωp

∑
s

[
a†s(p)u

†
s(p)e

+ip·x + bs(p)v
†
s(p)e

ip·x] . (10.4)

We also find,

ψ̄(~x, t) ≡ ψ†(~x, t)γ0 =

∫
d3~p

(2π)32ωp

∑
s

[
a†s(p)ūs(p)e

+ip·x + bs(p)v̄
†
s(p)e

ip·x] . (10.5)

In terms of ψ and ψ̄, the operators aa, bs are written as,

as(p) =

∫
d3~xūs(p)e

ip·xγ0ψ(x), (10.6)

and

bs(p) =

∫
d3~xψ̄(x)γ0e−ip·xvs(p). (10.7)

To prove the above you will need the spinor summations,∑
s

us(p)ūs(p) = 6p+m, and
∑
s

vs(p)v̄s(p) = 6p−m, (10.8)

which can be derived easily from the explicit expressions for us(p), vs(p) of the last chapter.
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Using Noether’s theorem, we can compute the Hamiltonian of the Dirac field, which
is

H =

∫
d3~k

(2π)3(2ωk)
ωk
∑
s

[
a†s(k)as(k)− bs(k)b†s(k)

]
. (10.9)

In the above, we have been careful to preserve the order of operators as they appear.
We can now proceed with the quantization procedure. It is left as an exercise to

show that imposing commutation relations, leads to particle states b†s(p) |0〉 which have
a negative energy. This is due to the minus sign in the second term of the Hamiltonian
integral in Eq. 10.9. To obtain positive energy eigenvalues for such states, we are forced
to quantize by requiring anti-commutation relations,

{ψ(~x1, t), π(~x2, t)} = iδ(3)(~x1 − ~x2), (10.10)

and
{ψ(~x1, t), ψ(~x2, t)} = {π(~x1, t), π(~x2, t)} = 0. (10.11)

For the operators as, bs this results to the anticommutation relations,{
as(~p1), a†s′(~p2)

}
=
{
bs(~p1), b†s′(~p2)

}
= δs′s(2π)3(2ωp1)δ(3)(~p2 − ~p1), (10.12)

{as(~p1), as′(~p2)} = {bs(~p1), bs′(~p2)} = 0, (10.13){
a†s(~p1), a†s′(~p2)

}
=
{
b†s(~p1), b†s′(~p2)

}
= 0, (10.14){

as(~p1), b†s′(~p2)
}

=
{
bs(~p1), a†s′(~p2)

}
= 0. (10.15)

Using the anticommutation relation of Eq. 10.12, we cast the Hamiltonian of Eq. 10.9 as,

H =

∫
d3~k

(2π)3(2ωk)
ωk
∑
s

[
a†s(k)as(k) + b†s(k)bs(k)

]
+ 〈0|H |0〉 , (10.16)

with

〈0|H |0〉 = −δ(3)(0)

∫
d3~kωk. (10.17)

Exercise:Notice that the sign of the vacuum energy is now negative.

1. What would be the Casimir force in a gedanken experiment where we could impose
that the Dirac field vanishes on two-parallel plates?

2. In supersymmetric theories, for each fermion field exists a symmetric boson field,
with the same mass. What is the Casimir force?

As in the Klein-Gordon field, we can redefine the field Hamiltonian to have zero
vacuum expectation value,

: H : = H − 〈0|H |0〉 . (10.18)

The subtraction of the vacuum energy is implemented at the operator level with normal
ordering, which in the case of anticommuting fields requires an additional (-) sign,

: bs(k)b†s(k) : = −b†s(k)bs(k). (10.19)

Again with the use of Noether’s theorem, we find that the momentum is conserved
and takes the form,

~P =

∫
d3~k

(2π)3(2ωk)
~k
∑
s

[
a†s(k)as(k) + b†s(k)bs(k)

]
. (10.20)
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10.1 One-particle states

It is left as an exercise to repeat the steps that we followed in the case of the Schrödinger
and the Klein-Gordon fields, and to to prove that

• there exists a vacuum state with

as(p) |0〉 = bs(p) |0〉 = 0, (10.21)

• the operators as(p), bs(p), a
†
s(p), b

†
s(p) ladder operators.

We can build two types of one-particle states, using either the a†s creation operator

|p, s〉a ≡ a†s(p) |0〉 , (10.22)

or the b†s creation operator
|p, s〉b ≡ b†s(p) |0〉 . (10.23)

These states are degenerate eigenstates of the Hamiltonian and momentum operators.
We define the field momentum four-vector,

P µ ≡ (: H : , ~P ). (10.24)

Then
P µ |p, s〉a = pµ |p, s〉a , (10.25)

and
P µ |p, s〉b = pµ |p, s〉b , (10.26)

with
pµ =

(√
~p2 +m2, ~p

)
. (10.27)

These are states of positive energy, and the correct relativistic energy-momentum relation,

p2 = m2. (10.28)

10.1.1 Particles and anti-particles

The Dirac Lagrangian is symmetric under the U(1) transformation,

ψ(x)→ ψ′(x) = eiθψ(x), ψ†(x)→ ψ†
′
(x) = e−iθψ†(x). (10.29)

For small values of θ, we find
δψ = ψ′ − ψ = iθψ, (10.30)

and
δψ† = ψ†

′ − ψ† = −iθψ†, (10.31)

or, equivalently,
δψ̄ = ψ̄′ − ψ̄ = −iθψ̄. (10.32)

Using Noether’s theorem, we find that the current,

Jµ = δψ̄
∂L

∂(∂µψ̄)
+

∂L
∂(∂µψ)

δψ,

Jµ = ψ̄γµψ, (10.33)
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is conserved, ∂µJ
µ = 0. The corresponding conserved charge is,

Q =

∫
d3~xJ0 =

∫
d3~xψ̄γ0ψ =

∫
d3~xψ†ψ. (10.34)

We can express Q in terms of creation and annihilation operators,

Q =

∫
d3~k

(2π)32ωk

∑
s

[
a†s(k)as(k) + bs(k)b†s(k)

]
. (10.35)

We calibrate the charge of the vacuum state to be zero with normal ordering,

: Q : = Q− 〈0|Q |0〉

=

∫
d3~k

(2π)32ωk

∑
s

[
: a†s(k)as(k) : + : bs(k)b†s(k) :

]
: Q : =

∫
d3~k

(2π)32ωk

∑
s

[
a†s(k)as(k)− b†s(k)bs(k)

]
. (10.36)

The states and |p, s〉a and |p, s〉b are non-degenerate eigenstates of the charge operator.
We find,

: Q : |p, s〉a = (+1) |p, s〉a , (10.37)

and
: Q : |p, s〉b = (−1) |p, s〉b . (10.38)

Therefore the operators a†s(p) give rise to particles with momentum pµ and charge (+1),
while the operators b†s(p) give rise to anti-particles with the same momentum pµ and
opposite charge (−1). To emphasize this, we shall display explicitly the charge of one-
particle states,

|p, s,+〉 ≡ |p, s〉a = a†s(p) |0〉 , and |p, s,−〉 ≡ |p, s〉b = b†s(p) |0〉 . (10.39)

10.1.2 Particles and anti-particles of spin-1
2

We have demonstrated in previous chapters that the Dirac Lagrangian is invariant under
Lorentz transformations. The spinor field transforms “at a point” as,

ψ(x)→ ψ′(x) = Λ 1
2
ψ(Λ−1x). (10.40)

The variation of the field “at a point” is

δ∗ψ ≡ ψ′(x)− ψ(x)

= Λ 1
2
ψ(Λ−1x)− ψ(x)

=

(
1− i

2
ωµνS

µν

)
ψ(xµ − ωµνxν)− ψ(xµ) +O(ω2)

= ψ(xµ − ωµνxν)− ψ(xµ)− i

2
ωµνS

µνψ(xµ − ωµνxν) +O(ω2).

(10.41)
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We can expand,

ψ(xµ − ωµνxν) = ψ(xµ)− ωµνxν∂µψ = ψµ(x)− iωµν
2
Jµνscalarψ(xν), (10.42)

where we remind that,
Jµνscalar = i (xµ∂ν − xν∂µ) . (10.43)

Eq. 10.41 becomes,

δ∗ψ = − i
2
ωµν (Jµνscalar + Sµν)ψ. (10.44)

Noether’s theorem, Eq. 3.56, leads to the result that the quantity

Jµν =

∫
d3~x

∂L
∂(∂0ψ)

(Jµνscalar + Sµν)ψ, (10.45)

is conserved. Explicitly,

Jµν =

∫
d3~x ψ̄γ0 (Jµνscalar + Sµν)ψ. (10.46)

and, equivalently,

Jµν =

∫
d3~xψ† (Jµνscalar + Sµν)ψ. (10.47)

This is very close to what we find for the total angular momentum of a scalar field. But
not exactly. The Sµν is novel, and it arises here for the first time. This term is responsible
to giving spin, an intrinsic angular momentum, to Dirac particle states.

How can we figure out if a particle has spin? We can do the following test. We put
the particle at rest, and measure its total angular momentum. If we find it zero, then
the particle has an angular momentum only when it moves and therefore has no intrinsic
spin. If it is not zero besides having a zero momentum, then it is all due to the intrinsic
spin of the particle.

First, we would like to use normal ordering, as with every conserved quantity, to make
sure that the vacuum has a zero total angular momentum:

: Jµν : |0〉 = 0. (10.48)

Let us consider a state of a positively charged Dirac particle which has a zero momentum.

|0, s,+〉 = a†s(0) |0〉 . (10.49)

Does it have any angular momentum? The action of the total-angular momentum on the
state is,

: Jµν : |0, s,+〉 =
{

: Jµν :, a†s(0)
}
|0〉 − a†s(0) : Jµν : |0〉 =

{
: Jµν :, a†s(0)

}
|0〉 .
(10.50)

We now specialize on a rotation around the z−axis,

ω12 = −ω21 = θ, otherwise ωµν = 0. (10.51)

After some algebra, we find that

J3 |0, s,+〉 ≡ : Jµν : |0, s,+〉 =
{

: Jµν :, a†s(0)
}
|0〉

=
∑
r

(
ξs†

σ3

2
ξr
)
|0, r,+〉

= ξs†
σ3

2
ξ(1) |0, (1),+〉+ ξs†

σ3

2
ξ(2) |0, (2),+〉 . (10.52)
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where, we choose the basis

ξ(1) =

(
1
0

)
, and ξ(2) =

(
0
1

)
. (10.53)

which diagonalizes σ3,
σ3ξ

(1) = +ξ(1), σ3ξ
(2) = −ξ(2). (10.54)

Then we have,

J3 |0, s,+〉 =

(
δs,(1)

1

2
− δs,(2)

1

2

)
|0, s,+〉 . (10.55)

We now have a physical interpretation of the quantum number s. A particle at rest with
charge + and s = (1) has total angular momentum +1

2
in the z−direction,

J3 |0, s,+〉 =

(
δs,(1)

1

2
− δs,(2)

1

2

)
|0, s,+〉 . (10.56)

A particle at rest with charge + and s = (2) has total angular momentum −1
2

in the
z−direction. We have then discovered that a general superposition of

∑
s cs |p, s,+〉

describes a particle with total spin-1
2
. Repeating the same steps, we also conclude that a

general anti-particle state
∑

s cs |p, s,−〉 is also a state with spin-1
2
.

In summary, the quantization of the Dirac field yields quantum states with spin−1
2
.

Spin emerged simply as a component of the total angular momentum, due to the Dirac
fields transforming in the spinorial representation of the Lorentz group. This theory
predicts also the existence of both matter and anti-matter. Of course, the theory is
highly successful. The electron and positron are states of the quantized Dirac field. The
same is valid for other known spin-1

2
particles, the muon and tau leptons, the quarks and

their antiparticles.

10.2 Fermions

Particles of the Dirac field are fermions. A state with two positively charged particles is

|p1, s1,+; p2, s2,+〉 ≡ a†s1(p1)a†s2(p2) |0〉

; |p1, s1,+; p2, s2,+〉 =
1

2

[
a†s1(p1)a†s2(p2)− a†s1(p1)a†s2(p2)

]
|0〉 using Eq. 10.15

(10.57)

The state where all quantum numbers of the two particles are identical p1 = p2 and
s1 = s2 is forbidden,

|p, s,+; p, s,+〉 =
1

2

[
a†s(p)a

†
s(p)− a†s(p)a†s(p)

]
|0〉 = 0. (10.58)

which is Pauli’s exclusion principle for fermions. Using the anti-commutation of creation
operators we can write a state of N identical particles or anti-particles as,

|p1, s1,±; p2, s2,±; . . . ; pN , sN ,±;〉 =
1

n!

∑
σinSn

sgn(σ)a†sσ(1)
a†sσ(2)

. . . a†sσ(N)
|0〉 , (10.59)

which is manifestly anti-symmetric.
The quantization of the Dirac field explains another mystery of quantum mechanics.,

i.e. that elementary particles with spin−1
2

are fermions.
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10.3 Quantum symmetries

There is a powerful theorem, due to Wigner, which states that quantum representations
of symmetry transformations are either unitary and linear

〈Uψ| Uχ〉 = 〈ψ| χ〉 , U(a1 |ψ1〉+ a2 |ψ2〉 = a1U |ψ1〉+ a2U |ψ2〉 , (10.60)

or anti-unitary

〈Uψ| Uχ〉 = 〈χ| ψ〉 , U(a1 |ψ1〉+ a2 |ψ2〉 = a∗1U |ψ1〉+ a∗2U |ψ2〉 (10.61)

In this way, the probability for a transition from a state |φ〉 to a state |ψ〉 is preserved
under a symmetry transformation. For example, for an antiunitary transformation:

P (|φ〉 → |ψ〉) = |〈ψ| φ〉|2 → |〈Uψ| Uφ〉|2 = |〈φ| ψ〉|2 = P (|φ〉 → |ψ〉). (10.62)

The unity transformation U = 1 is a unitary transformations. All transformations which
are connected to the unity with a continuous parameter (such as Lorentz and gauge
symmetry transformations) are therefore unitary. Antilinear transformations concern
discrete symmetries and in particular the ones which involve time reversal.

Requiring that the normalization of a state is invariant under a symmetry transfor-
mation, we obtain that

||ψ〉|2 = |U |ψ〉|2 ; U † = U−1. (10.63)

Measurable observables are obtained from matrix-elements of the type,

〈STATE1| Ô |STATE2〉 . (10.64)

For them to be invariant under a symmetry transformation, we must have that if

|STATE〉 → |STATE′〉U |STATE〉

then
Ô → Ô′ = UÔU−1. (10.65)

10.4 Lorentz transformation of the quantized spinor

field

A spinor field transforms classically, as

ψ(x)→ ψ′(x′) = Λ 1
2
ψ(x). (10.66)

What is the transformation of the corresponding quantum field and the quantum states?
It does not have to be the same, and in fact it is not, as for the classical field. Relativistic
invariance at the classical level is cast as the requirement that the Lagrangian is a scalar,

L′(x′) = L(x).

This is sufficient to guarantee that observers in different reference frames find the same
minimum value for the action. However, this is not the same criterion that we must
introduce for Lorentz invariance of the quantum system.
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We consider a quantum one-particle state, e.g.

|p, s,+〉 .

Under a Lorentz transformation Λ, a state transforms

|p, s,+〉 → U(Λ) |p, s,+〉 . (10.67)

What is the new state, i.e. what is the transformation representation U(Λ)? It is logical
to require that the action of U(Λ) yields a particle state with a momentum Λp ≡ Λµ

νp
ν ,

|p, s,+〉 → U(Λ) |p, s,+〉 = N(Λ, p) |Λp, s,+〉 . (10.68)

We express Eq. 10.68 in terms of creation operators,

U(Λ) |p, s,+〉 = N(Λ, p) |Λp, s,+〉
; U(Λ)a†s(p) |0〉 = N(Λ, p)a†s(Λp)U(Λ) |0〉

(10.69)

where N(Λ, p) is a normalization factor that we need to determine. Conjugating Eq. 10.69
we find that,

〈0|U(Λ)as(p)U
−1(Λ) = N(Λ, p)∗ 〈0| as(Λp). (10.70)

Particle states are orthogonal,

〈p1, s1,+| p2, s2,+〉 = 〈0| as1(p1)a†s2(p2) |0〉
= 〈0|

{
as1(p1), a†s2(p2)

}
|0〉 − 〈0| a†s2(p2)as1(p1) |0〉

= (2π)32ωp1δ
(3)(p2 − p1)δs1s2 〈0| 0〉 − 0

; 〈p1, s1,+| p2, s2,+〉 = (2π)32ωp1δ
(3)(p2 − p1)δs1s2 . (10.71)

Two different particles in a reference frame should remain distinct in any other reference
frame. If we perform a Lorentz transformation, Eq. 10.68, we have

〈p1, s1,+|U−1U |p2, s2,+〉 = 〈0| as1(p1)U−1Ua†s2(p2) |0〉
= 〈0|Uas1(p1)U−1Ua†s2(p2)U |0〉
= |N(Λ, p1)|2 (2π)32ωΛp1δ

(3)(Λp2 − Λp1)δs1s2
(10.72)

We can now prove that

2ωΛp1δ
(3)(Λp1 − Λp2) = 2ωp1δ

(3)(p1 − p2). (10.73)

Proof: Consider a scalar function f(~p). Then,

f(~p′) =

∫
d3~p

2ωp
2ωpδ

(3)(~p− ~p′)f(~p). (10.74)

The measure ∫
d3~p

2ωp
=

∫
d4pδ(p2 −m2)Θ

(
p0 > 0

)
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is invariant under Lorentz transformations. Given that f is a scalar, we must have that

ωpδ
(3)(~p− ~p′)

is also a scalar, which proves Eq. 10.73. The orthogonality of the states is therefore
preserved under Lorentz transformations. Eq. 10.72 becomes

〈p1, s1,+|U−1U |p2, s2,+〉 = |N(Λ, p1)|2 (2π)32ωp1δ
(3)(p2 − p1)δs1s2 ,

(10.75)

which for N(Λ, p) = 1, guarantees that

〈p1, s1,+|U−1U |p2, s2,+〉 = 〈p1, s1,+| p2, s2,+〉 . (10.76)

10.4.1 Transformation of the quantized Dirac field

We now proceed heuristically in order to derive the transformation properties of the
Dirac field. A more rigorous and detailed exposition can be found in Weinberg Vol. I
(chapter 2). Motivated from Eq. 10.69, we infer that the transformation of the creation
and annihilation operators is:

U(Λ)a†s(p)U
−1(Λ) = a†s(Λp), (10.77)

U(Λ)as(p)U
−1(Λ) = as(Λp), (10.78)

U(Λ)b†s(p)U
−1(Λ) = b†s(Λp), (10.79)

U(Λ)bs(p)U
−1(Λ) = bs(Λp). (10.80)

What is then the quantum ψ′(x′)

ψ(x)→ ψ′(x′) = ψ′(x′) = U(Λ)ψ(x)U−1(Λ)? (10.81)

We can compute the right hand side, knowing the transformation of the creation and
annihilation operators from Eq. 10.77,

Uψ(x)U−1 =

∫
d3k

(2π)32ωk

∑
s

U
[
as(k)u(k)e−ik·x + b†s(k)v(k)e+ik·x]U−1

=

∫
d3k

(2π)32ωk

∑
s

[
as(Λk)u(k)e−ik·x + b†s(Λk)v(k)e+ik·x] .

(10.82)

Now we use that,
d3k

(2π)32ωk
=

d3Λk

(2π)32ωΛk

, k · x = Λk · Λx, (10.83)

and
u(k) = Λ−1

1
2

u(Λk), and v(k) = Λ−1
1
2

v(Λk), (10.84)

which yields, setting p = Λk,

Uψ(x)U−1 = Λ−1
1
2

∫
d3p

(2π)32ωp

∑
s

[
as(p)u(p)e−ip·Λx + b†s(p)v(p)e+ip·Λx]

= Λ−1
1
2

ψ(Λx). (10.85)
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We have found the transformation of the quantum Dirac field. It reads,

ψ(x)→ ψ′(x′) = U(Λ)ψ(x)U−1(Λ) = Λ−1
1
2

ψ(Λx). (10.86)

This is different than the representation of the classical field: ψ′(x′) = Λ 1
2
ψ(x). Therefore,

the classical field and the quantum operator have inverse Lorentz transformations.

10.5 Parity

We now derive the transformation properties of a spinor field under parity. This is a
discrete transformation,

(t, ~x)→ (t,−~x). (10.87)

Under parity, the momentum of a particle transforms as,

~p→ −~p (10.88)

The representation of the parity transformation on an one-particle state should be, for
example,

UP |~p, s,+〉 = λ |−~p, s,+〉 , (10.89)

where λ is such that

1 = 〈~p, s,+|U †PUP |~p, s,+〉 = |λ|2 〈−~p, s,+| −~p, s,+〉; |λ|2 = 1. (10.90)

This yield the following transformation for the creation and annihilation operators,

UPas(~p)U
−1
P = λaas(−~p), (10.91)

and
UPbs(~p)U

−1
P = λbbs(−~p). (10.92)

Under a parity transformation, a Dirac quantum field transforms as

UPψ(~x, t)U−1
P =

∫
d3~k

(2π)32ωk

∑
s

UP

[
as(~k)u(~k)e−ik·x + b†s(

~k)v(~k)e+ik·x
]
U−1
P

=

∫
d3~k

(2π)32ωk

∑
s

[
λaas(−

~~k)u(k)e−ik·x + λ∗bb
†
s(−~k)v(~k)e+ik·x

]
(10.93)

Now we use that the measure is invariant under a parity transformation,

d3~k

(2π)32ωk
=

d3(−~k)

(2π)32ω−k
, (10.94)

and we rewrite,
k · x = Et− ~k~x = Et− (−~k)(−~x). (10.95)

Eq. 10.93 becomes

UPψ(~x, t)U−1
P =∫

d3~p

(2π)32ωp

∑
s

[
λaas(~p)u(~p)e−i(Et−~p·(−x)) + λ∗bb

†
s(~p)v(−~p)e+i(Et−~p·(−x))

]
, (10.96)
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where we set ~p = −~k. Recall now that, in the Weyl representation,

us(p) =

( √
E − ~p~σ√
E + ~p~σ

)
and γ0 =

(
0 I2×2

I2×2 0

)
. (10.97)

We then have
γ0us(~p) = us(−~p), (10.98)

and similarly,
γ0vs(~p) = −vs(−~p). (10.99)

We can now fix the arbitrary normalization phases λa, λb to

λa = −λ∗b = 1. (10.100)

Then, Eq. 10.96 yields a simple parity transformation for the field,

UPψ(~x, t)U−1
P = γ0ψ(−~x, t). (10.101)

It is easy to show that we can take UP to be its own inverse. We have,

UPψ(−~x, t)U−1
P = γ0ψ(~x, t)

; ψ(−~x, t) = γ0U−1
P ψ(~x, t)UP

; γ0ψ(−~x, t) = (γ0)2U−1
P ψ(~x, t)UP

; UPψ(~x, t)U−1
P = U−1

P ψ(~x, t)UP , (10.102)

which is satisfied for
UP = U−1

P . (10.103)

We can study the transformation of composite operators made up from two Dirac
fields. The combination ψ̄ψ which transforms as a scalar under Lorentz transformations,
transforms under parity as a scalar too.

ψ̄(t, ~x)ψ(t, ~x) → ψ̄′(t,−~x)ψ′(t,−~x) = UP ψ̄(t, ~x)UPUPψ(t, ~x)UP

= ψ̄(t,−~x)γ0γ0ψ(t,−~x, t)
= ψ̄(t,−~x)ψ(t,−~x). (10.104)

However, there is a combination ψ̄γ5ψ which transforms as a scalar under Lorentz trans-
formations (exercise: prove that it is indeed so), but transforms differently under
parity.

ψ̄(t, ~x)γ5ψ(t, ~x) → ψ̄′(t,−~x)γ5ψ′(t,−~x) = UP ψ̄(t, ~x)UPγ
5UPψ(t, ~x)UP

= ψ̄(t,−~x)γ0γ5γ0ψ(t,−~x, t)
= −ψ̄(t,−~x)γ5γ0γ0ψ(t,−~x, t)
= −ψ̄(t,−~x)γ5ψ(t,−~x). (10.105)

This is called a “pseudoscalar”.
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The combination ψ̄γµψ which transforms as a vector under Lorentz transformations
(exercise), transforms also as a vector under parity.

ψ̄(t, ~x)γµψ(t, ~x) → ψ̄′(t,−~x)γµψ′(t,−~x) = UP ψ̄(t, ~x)UPγ
µUPψ(t, ~x)UP

= ψ̄(t,−~x)γ0γµγ0ψ(t,−~x, t)
= ψ̄(t,−~x)

(
2g0µγ0 − γµ(γ0)2

)
ψ(t,−~x)

=
(
2g0µ − 1

)
ψ̄(t,−~x)γµψ(t,−~x) (10.106)

For µ = 0,
ψ̄(t, ~x)γ0ψ(t, ~x)→ ψ̄(t,−~x)γ0ψ(t,−~x). (10.107)

For µ = i = 1, 2, 3,
ψ̄(t, ~x)γiψ(t, ~x)→ ψ̄(t,−~x)γiψ(t,−~x). (10.108)

This is exactly how a vector xµ = (t, ~x)→ (t,−~x) transforms under parity.
The combination ψ̄γµγ5ψ which transforms as a scalar under Lorentz transformations

(exercise: prove that it is indeed so), transforms oppositely under parity.

ψ̄(t, ~x)γmuγ5ψ(t, ~x) → ψ̄′(t,−~x)γµγ5ψ′(t,−~x) = UP ψ̄(t, ~x)UPγ
µγ5UPψ(t, ~x)UP

= ψ̄(t,−~x)γ0γµγ5γ0ψ(t,−~x, t)
= −ψ̄(t,−~x)γ0γµγ0γ5ψ(t,−~x, t)
= −ψ̄(t,−~x)

(
2g0µγ0 − γµ(γ0)2

)
γ5ψ(t,−~x)

= −
(
2g0µ − 1

)
ψ̄(t,−~x)γµγ5ψ(t,−~x) (10.109)

This is called a “pseudo-vector”.
The Dirac Lagrangian,

iψ̄ 6∂ψ −mψ̄ψ,

is composed from true scalar terms, and it transforms as a scalar under parity.
Exercise: Prove that the classical Dirac field has the same parity transfor-

mation as the quantum Dirac field.

10.6 Other discrete symmetries

Exercise: Prove the following,

1. Under time-reversal (t, ~x)→ (−t, ~x),

UPas(~p)UP = a−s(−~p), ξ−s = −iσ2(ξs)∗. (10.110)

and
UPψ(t, ~x)UP = ψ(−t, ~x). (10.111)

2. Under charge conjugation, exchanging a particle with its antiparticle,

UCas(~p)UC = bs(~p), UCbs(~p)UC = as(~p), (10.112)

and
UCψ(t, ~x)UC = −i(ψ̄(t, ~x)γ0γ2)T . (10.113)
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Chapter 11

Propagation of free particles

In previous chapters we studied the particle states from the quantization of free fields,
such as the Schrödinger, the Klein-Gordon, the spinor, and the electromagnetic field. We
are now ready to study the simplest transition amplitude, for the transition of a free
particle from a space-time position yµ ≡ (y0, ~y) to a position xµ ≡ (x0, ~x), with x0 > y0.
The transition amplitude is given by,

Mx→y = 〈x| y〉|x0>y0 . (11.1)

where |x〉 , |y〉 are states of a single particle at positions x, y correspondingly.

11.1 Transition amplitude for the Schrödinger field

We shall compute the transition amplitude for the case of the Scrödinger field. This
will give us an opportunity to compare with other theories, which are relativistic, and
appreciate the merits of the latter. We recall that the Schrödinger field is given by,

ψ(x0, ~x) =

∫
d3~k

(2π)3
a(k)e−i(Ekx

0−~k·~x), (11.2)

where

Ek =
~k2

2m
, (11.3)

and the operator a(k) satisfies the quantization condition,[
a(k), a†(k′)

]
= (2π)3δ(3)(~k − ~k′). (11.4)

A state of a particle at a position x is given by the action of a field on the vacuum
(see Section 4.6),

|x〉 = ψ†(x0, ~x) |0〉 , |y〉 = ψ†(y0, ~y) |0〉 . (11.5)

The transition amplitude of Eq. 11.1 is then,

My→x = 〈0|ψ(x0, ~x)ψ†(y0, ~y) |0〉

=

∫
d3~k

(2π)3
e−i(Ek∆t−~k·∆~x), (11.6)

with
∆t = x0 − y0, ∆~x = ~x− ~y. (11.7)
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We can compute the above integral exactly. We first change to spherical coordinates,

d3~k = dkk2 dcosθ dφ, (11.8)

and write
~k∆~x = k∆x cos θ. (11.9)

Then it is easy to perform successively the integrations in φ, cos θ and k. The result
reads,

My→x =
( m

2πi∆t

) 3
2
e
−i∆t

[
1
2
m(∆x

∆t )
2
]
. (11.10)

This is an oscillatory function which is defined for arbitrary values of the particle speed
∆x
∆t

even when its value is not smaller than the speed of light. Particles which are quanta
of the Schrödinger field, can propagate at space-time intervals anywhere outside the light-
cone, which is in blatant disagreement with special relativity.

11.2 Transition amplitude for the real Klein-Gordon

field

We write the real Klein-Gordon field as a sum of a “positive frequency” and a “negative
frequency” term,

φ(x) = φ(+)(x) + φ(−)(x), (11.11)

with

φ(+)(x) =

∫
d4k

(2π)3
δ(k2 −m2)Θ(k0)e−ik·xa(k), (11.12)

and

φ(−)(x) =

∫
d4k

(2π)3
δ(k2 −m2)Θ(k0)e+ik·xa†(k). (11.13)

We notice that,
φ(+)(x) |0〉 = 0, (11.14)

and
〈0|φ(−)(x) = 0. (11.15)

The operator a(k) satisfies the quantization condition,[
a(k), a†(k′)

]
= (2π)32ωkδ

(3)(~k − ~k′), (11.16)

and

ωk =

√
~k2 +m2. (11.17)

The amplitude for the transition yµ → xµ, with x0 > y0, is then

My→x = 〈0|φ†(x)φ(y) |0〉
= 〈0|φ(x)φ(y) |0〉
= 〈0|

(
φ(+)(x) + φ(−)(x)

) (
φ(+)(y) + φ(−)(y)

)
|0〉

= 〈0|φ(+)(x)φ(+)(y) + φ(+)(x)φ(−)(y) + φ(−)(x)φ(+)(y) + φ(−)(x)φ(−)(y) |0〉
= 〈0|φ(+)(x)φ(−)(y) |0〉
= 〈0|

[
φ(+)(x), φ(−)(y)

]
+ φ(−)(x)φ(+)(y) |0〉

= 〈0|
[
φ(+)(x), φ(−)(y)

]
|0〉 . (11.18)
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The commutator gives,

[
φ(+)(x), φ(−)(y)

]
=

∫
d4k

(2π)3
Θ(k0)e−ik(x−y)δ(k2 −m2), (11.19)

which is a c−number. We then have for the transition amplitude,

My→x = 〈0|
[
φ(+)(x), φ(−)(y)

]
|0〉 =

[
φ(+)(x), φ(−)(y)

]
〈0| 0〉 =

[
φ(+)(x), φ(−)(y)

]
,

(11.20)
and explicitly,

My→x =

∫
d4k

(2π)3
Θ(k0)e−ik(x−y)δ(k2 −m2). (11.21)

We now integrate out the energy component k0 and use spherical coordinates for ~k,
yielding:

My→x =

∫ ∞
0

dk

(2π)2

∫ π

0

d cos θ
k2

2
√
k2 +m2

e−i
√
k2+m2∆t+ik∆x cos θ (11.22)

with ∆t = x0− y0 and ∆x = |~x− ~y|. We can also perform the integration over the angle
θ. This yields:

My→x =

∫ ∞
0

dk

(2π)2

k2

2
√
k2 +m2

e−i
√
k2+m2∆t e

+ik∆x − e−ik∆x

2ik∆x

= − i

2(2π)2∆x

∫ ∞
−∞

dk
k√

k2 +m2
e−i
√
k2+m2∆t+ik∆x (11.23)

We would like to investigate whether the above expression for the transition amplitude
respects the expectation from special relativity, which intuitively we expect it to restrict
particles to transitions within the light-cone. It is now a bit more tedious to evaluate the
integral of Eq. 11.23. For simplicity, we shall evaluate it for two special transitions,

• Transition A: where we take ∆x > 0 and ∆t = 0, which is a space-like transition
(outside the light-cone).

• Transition B: where we take ∆x = 0 and ∆t > 0, which is a time-like transition
(within the light-cone)

Space-like transition A

In this case, the transition amplitude becomes

My→x =
−i

2(2π)2(∆x)

∫ +∞

−∞
dk

keik(∆x)

√
k2 +m2

. (11.24)

The above integral has branch cuts at k = ±im, as in Figure 11.1. For (∆x) > 0 we
can wrap the contour of integration around the upper branch cut. The integral is then
becoming, after setting k = iρ,

My→x =
1

4π2(∆x)

∫ ∞
m

dρ
ρe−ρ(∆x)√
ρ2 −m2

, (11.25)
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Figure 11.1: Branch cuts of the transition amplitude integral for a space-like transition

or equivalently,

My→x =
1

4π2(∆x)

∫ ∞
m

dρ
e−ρ(∆x)√
1− m2

ρ2

=
1

4π2(∆x)

∫ ∞
m

dρe−ρ(∆x)

∞∑
n=0

(
1
2
, n
)

n!
m2nρ−2n. (11.26)

We can perform the ρ integration in terms of the incomplete Gamma function,

Γ(a, z) =

∫ ∞
z

dte−tta−1, (11.27)

which, as z →∞, has the asymptotic behaviour:

Γ(a, z) ∼ za−1e−z. (11.28)

Asymptotically, for a large space-like interval ∆x→∞, the transition integral becomes

lim
(∆x)→∞

My→x ∼ e−m(∆x). (11.29)

We find that the transition amplitude vanishes exponentially the further away we move
from the light-cone (∆x = 0). Is this a contradiction with special relativity? Actually it
is not when we remember that our theory is in addition a quantum theory. Essentially,
a particle can escape from the light-cone by a distance ∆x which is not observable to us
due to the uncertainty principle. The transition amplitude is only significant for

m(∆x) ∼ 1, (11.30)

which is the uncertainty we expect for determining its position for a momentum uncer-
tainty ∆p ∼ m. Essentially, to observe that a particle of a certain mass has escaped the
light-cone we must first measure the momentum of the particle with an accuracy as good
as its mass (in order to identify the particle from its mass). Then, the uncertainty in its
position will be as large as the distance that we expect a finite probability for the particle
to escape away from the light-cone.
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Time-like transition B

For large times, ∆t→∞, we can prove (exercise) that

lim
∆t→∞

∼ e−im∆t. (11.31)

The transition amplitude for a particle to remain within the light-cone is finite.

11.3 Time Ordering and the Feynman-Stückelberg

propagator for the real Klein-Gordon field

In order for the “correlation function”,

〈0|φ(x)φ(y) |0〉 ,

to be a transition amplitude where a particle is created at point yµ and it is destroyed
at a point xµ, the time x0 must occur after y0, i.e. x0 > y0. These are the transitions
which have a physical realisation. Keeping track of the time variable is cumbersome
in a relativistic theory where space and time coordinates get mixed up with Lorentz
transformations. We need a simple method to do so.

It has been noticed that there is a simple way to demand a physical flow of time in
transition amplitudes (propagators) when they are appropriately combined. Consider the
Feynman-Stückelberg propagator which is defined to account for both cases, x0 > y0 and
x0 < y0 in a transition in between two arbitrary space-time points xµ, yµ:

〈0|Tφ(x)φ(y) |0〉 = Θ(x0 − y0) 〈0|φ(x)φ(y) |0〉
+Θ(y0 − x0) 〈0|φ(y)φ(x) |0〉 . (11.32)

The “time-ordering” symbol T is defined to order the operators following it from the
later to the earlier times. The Feynman-Stückelberg propagator has a very nice integral
representation. Explicitly, from the above definition and the result of Eq. 11.23, we find

〈0|Tφ(x)φ(y) |0〉 =

∫
d3~k

(2π)3

1

2
√
~k2 +m2

[
Θ(x0 − y0)e−ik·(x−y) + Θ(y0 − x0)e−ik·(y−x)

]
= lim

δ→0

∫ +∞

−∞

d4k

(2π)4

i

k2 −m2 + iδ
e−ik·(x−y). (11.33)

We can verify that the four-dimensional integral of the last line is equal to the line before
explicitly, by using Cauchy’s theorem. In Fig. 11.2 we plot the poles of the integrand on
the energy k0 complex-plane. These are located at k0 = −ω + iδ and k0 = ω − iδ, with

ω =
√
~k2 +m2. At k0 = ±i∞, the exponential in the integrand behaves as,

e−ik·(x−y) → e+i~k(~x−~y)e±∞(x0−y0). (11.34)

If x0 > y0 we can close the contour of integration to the lower complex half-plane,
guaranteeing that the integrand vanishes at −i∞. If x0 < y0 we must close the contour
to the upper half-plane. In each case, we pick up one of the residue at k0 = ±ω, recovering
the two terms of the first line in Eq. 11.33.
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Figure 11.2: Poles of the integrand for the Feynman-Stückelberg propagator

The expression for the Feynman propagator,

〈0|Tφ(x)φ(y) |0〉 = lim
δ→0

∫ +∞

−∞

d4k

(2π)4

i

k2 −m2 + iδ
e−ik·(x−y), (11.35)

is of paramount importance for the computation of generic transition amplitudes in quan-
tum field theory and it is simple. It accounts for the correct time-flow with the iδ pre-
scription in the denominator. An important property of the Feynman propagator is that
it is a Green’s function of the Klein-Gordon equation. We can act on it with the
differential operator of the Klein-Gordon equation,

(
∂2 +m2

)
〈0|Tφ(x)φ(y) |0〉 =

(
∂2 +m2

) ∫ +∞

−∞

d4k

(2π)4

i

k2 −m2 + iδ
e−ik·(x−y)

= −i
∫ +∞

−∞

d4k

(2π)4
e−ik·(x−y)

;
(
∂2 +m2

)
〈0|Tφ(x)φ(y) |0〉 = −iδ4(x− y). (11.36)

11.4 Feynman propagator for the complex Klein-Grodon

field

We will now compute the transition amplitude, or the Feynman propagator, for the
complex Klein-Gordon field,

φ(~x, t) =

∫
d3~k

(2π)32ωk

[
a(k)e−ik·x + b†(k)eik·x

]
. (11.37)

Notice that the hermitian conjugate of the field acting on the vacuum creates a particle
with charge +1 at a certain position x,

|particle at position x〉 = φ†(~x, t) |0〉 , (11.38)
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while a field acting on the vacuum creates an anti-particle with charge -1,

|anti-particle at position x〉 = φ(~x, t) |0〉 . (11.39)

Consider the correlation function,

〈0|φ(y)φ†(x) |0〉 (11.40)

which we can interprete it as a causal sequence where a particle is first created at xµ ≡
(x0, ~x) and it is destroyed at yµ ≡ (y0, ~y). We must then have y0 > x0. Similarly, the
correlation function

〈0|φ†(x)φ(y) |0〉 (11.41)

can be interpreted an anti-particle which is first created at yµ ≡ (y0, ~y) and it is destroyed
at xµ ≡ (x0, ~x). We must then have x0 > y0.

We define the Feynman propagator to account for the two equivalent possibilities for
the forward in time propagation of either a particle or an anti-particle.

〈0|Tφ(x)φ†(y) |0〉
= Θ(x0 − y0) 〈0|φ(x)φ†(y) |0〉+ Θ(y0 − x0) 〈0|φ†(y)φ(x) |0〉 (11.42)

We can repeat the same computation as for the Feynman propagator of the real Klein-
Gordon field. The result is identical:

〈0|Tφ(x)φ†(y) |0〉 = lim
δ→0

∫ +∞

−∞

d4k

(2π)4

i

k2 −m2 + iδ
e−ik·(x−y). (11.43)

11.5 Feynman propagator for the Dirac field

We now recall the expression of the Dirac field operator,

ψ(~x, t) =

∫
d3~p

(2π)32ωp

∑
s

[
as(p)us(p)e

−ip·x + b†s(p)vs(p)e
ip·x] . (11.44)

The operators a†s(~p) acting on the vacuum create particles of momentum ~p with a spin
index s, while the operators b†s(~p) create antiparticles. The state:

ψ̄(xµ) |0〉 =

∫
d3~p

(2π)32ωp

∑
s

ūs(p)e
+ip·xa†s(p) |0〉 ,

is the Fourier transform of one-particle momentum eigenstates. They can therefore be
interpreted as particle states of a certain position xµ. Let us now compute the correlation
function of two Dirac spinor fields,

〈0|ψa(x)ψ̄b(y) |0〉 =

∫
d3~p

(2π)32ωp

∑
s

usa(p)ū
s
b(p)e

−ip·(x−y)

=

∫
d3~p

(2π)32ωp
( 6p+m)ab e

−ip·(x−y)

; 〈0|ψa(x)ψ̄b(y) |0〉 =

(
iγµ

∂

∂xµ
+m1

)
ab

∫
d3~p

(2π)32ωp
e−ip·(x−y)

(11.45)
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Similarly, we find (exercise)

〈0| ψ̄b(y)ψa(x) |0〉 = −
(
iγµ

∂

∂xµ
+m1

)
ab

∫
d3~p

(2π)32ωp
e−ip·(y−x)

(11.46)

Notice the overall (-) sign for the transition amplitude of an anti-particle with respect to
the corresponding amplitude in the case of a particle.

We can combine the two forward in time propagations by including this relative minus
sign into the definition of the time ordering for fermions.

〈0|Tψa(x)ψ̄b(y) |0〉 = Θ(x0−y0) 〈0|ψa(x)ψ̄b(y) |0〉−Θ(y0−x0) 〈0| ψ̄b(y)ψa(x) |0〉 (11.47)

From the above, we find for:

〈0|Tψa(x)ψ̄b(y) |0〉 =

(
iγµ

∂

∂xµ
+m1

)
ab

∫
d3~p

(2π)32ωp

[
Θ(y0 − x0)e−ip·(y−x)

+Θ(x0 − y0)e−ip·(x−y)
]

=

(
iγµ

∂

∂xµ
+m1

)
ab

∫ +∞

−∞

d4k

(2π)4

i

k2 −m2 + iδ
e−ik·(x−y), (11.48)

which yields for the fermion Feynman propagator the integral representation,

〈0|Tψa(x)ψ̄b(y) |0〉 =

∫ +∞

−∞

d4k

(2π)4

i (6k +m1)ab
k2 −m2 + iδ

e−ik·(x−y). (11.49)

Exercise: Show that

〈0|Tψa(x)ψb(y) |0〉 = 〈0|T ψ̄a(x)ψ̄b(y) |0〉 = 0. (11.50)

11.6 Feynman propagator for the photon field

The photon Feynman propagator is defined as,

〈0|TAµ(x)Aν(y) |0〉 = 〈0|Aµ(x)Aν(y) |0〉Θ(x0 − y0)

+ 〈0|Aν(y)Aµ(x) |0〉Θ(y0 − x0) (11.51)

This is worked out in the exercise tutorials. We find that

〈0|TAµ(x)Aν(y) |0〉 =

∫
d4p

(2π)4

−i
[
gµν − (1− ξ)pµpν

p2

]
p2 + iδ

e−ip(x−y). (11.52)

11.7 Wick’s theorem: time-ordering, normal-ordering

and propagation

We decompose the free scalar field φ into a term with a creation operator and a term
with an annihilation operator,

φ(x) = φ+(x) + φ−(x), (11.53)
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with

φ−(x) =

∫
d3~k

(2π)32ωk
e−ik·xa(k), (11.54)

and

φ+(x) =

∫
d3~k

(2π)32ωk
e+ik·xa†(k), (11.55)

The time-ordered product of two scalar fields is,

T {φ(x)φ(y)} = Θ(x0 − y0)φ(x)φ(y) + (xµ ↔ yµ)

= Θ(x0 − y0)

{
φ+(x)φ+(y) + φ−(x)φ−(y) + φ+(x)φ−(y)

+φ−(x)φ+(y)

}
+ (xµ ↔ yµ)

= Θ(x0 − y0)

{
φ+(x)φ+(y) + φ−(x)φ−(y) + φ+(x)φ−(y)

+φ+(y)φ−(x) + [φ+(x), φ−(y)]

}
+ (xµ ↔ yµ)

=
[
Θ(x0 − y0) + Θ(y0 − x0)

]{
φ+(x)φ+(y) + φ−(x)φ−(y)

+φ+(x)φ−(y) + φ+(y)φ−(x)

}
+ [φ−(x), φ+(y)] Θ(x0 − y0) + [φ−(y), φ+(x)] Θ(y0 − x0) (11.56)

The sum of the theta functions in the first term is equal to one. We observe that in
the curly bracket all field products appear with creation operators preceding annihilation
operators. The curly bracket is then just the normal ordering of the product of the two
field operators {

. . .

}
=: φ(x)φ(y) : (11.57)

The sum of the two terms in the last line is a known object, the Feynman-Stückelberg
propagator, which is not an operator but a c−number. Using that the relation

[a(k), a†(k′)] = (2π)32ωkδ
(3)(~k − ~k′), (11.58)

we find that

[φ−(x), φ+(y)] =

∫
d3k

(2π)32ωk
e−ik(x−y). (11.59)

Combining the two terms together we have

[φ−(x), φ+(y)] Θ
(
x0 − y0

)
+ [φ−(y), φ+(x)] Θ

(
y0 − x0

)
=

∫
d3k

(2π)32ωk

[
e−ik(x−y)Θ(x0 − y0) + e−ik(y−x)Θ(y0 − x0)

]
= 〈0|T {φ(x)φ(y)} |0〉 . (11.60)
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We can then write that,

T {φ(x)φ(y)} =: φ(x)φ(y) : + 〈0|T {φ(x)φ(y)} |0〉 . (11.61)

We have proved that the time-ordered product of two free-field operators is the normal-
ordering of the same product plus a c−function which is the propagator of the two-fields.

This result generalizes easily to the time-ordered product of an arbitrary number of
field operators. For three fields we have

T {φ(x1)φ(x2)φ(x3)} = : φ(x1)φ(x2)φ(x3) :

+ 〈0|T {φ(x1)φ(x2)} |0〉φ(x3)

+ 〈0|T {φ(x1)φ(x3)} |0〉φ(x2)

+ 〈0|T {φ(x2)φ(x3)} |0〉φ(x1) (11.62)

For four fields we have

T {φ(x1)φ(x2)φ(x3)φ(x4)} = : φ(x1)φ(x2)φ(x3)φ(x4) :

+ 〈0|T {φ(x1)φ(x2)} |0〉 : φ(x3)φ(x4) :

+ 〈0|T {φ(x1)φ(x3)} |0〉 : φ(x2)φ(x4) :

+ 〈0|T {φ(x1)φ(x4)} |0〉 : φ(x2)φ(x3) :

+ 〈0|T {φ(x1)φ(x2)} |0〉 〈0|T {φ(x3)φ(x4)} |0〉
+ 〈0|T {φ(x1)φ(x3)} |0〉 〈0|T {φ(x2)φ(x4)} |0〉
+ 〈0|T {φ(x1)φ(x4)} |0〉 〈0|T {φ(x2)φ(x3)} |0〉 .

(11.63)

In general, Wick’s theorem states that

T {φ(x1) . . . φ(xn)} =

= : φ(x1) . . . φ(xn) + all contractions : (11.64)

where a “contraction” means to replace one or more pairs of fields with their propagator.
The theorem can be proved easily by induction.

Notice that the normal ordered products in the expressions produced with Wick’s
theorem are vanishing when bracketed with the vacuum,

〈0| :
∏
j

φ(xj) : |0〉 = 0, (11.65)

given that creation operators are placed before annihilation operators in the normal
ordering and

〈0| a†(k) = a(k) |0〉 = 0.

From Eqs 11.61-11.63 we derive the tautology

〈0|T {φ(x)φ(y)} |0〉 = 〈0|T {φ(x)φ(y)} |0〉 , (11.66)

and the more informative equations,

〈0|T {φ(x1)φ(x2)φ(x3)} |0〉 = 0, (11.67)
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and

〈0|T {φ(x1)φ(x2)φ(x3)φ(x4)} |0〉 = 〈0|T {φ(x1)φ(x2)} |0〉 〈0|T {φ(x3)φ(x4)} |0〉
+ 〈0|T {φ(x1)φ(x3)} |0〉 〈0|T {φ(x2)φ(x4)} |0〉
+ 〈0|T {φ(x1)φ(x4)} |0〉 〈0|T {φ(x2)φ(x3)} |0〉 .

(11.68)

Such equations admit a graphical representation. Let us represent the “two-point”
correlation function with a straight line

〈0|T {φ(x1)φ(x2)} |0〉 = 1 2 (11.69)

The four point function is represented as

〈0|T {φ(x1)φ(x2)φ(x3)φ(x4)} |0〉 =

1 4

32

contracted

= +

1 4

32

+

1 14 4

2 23
3

(11.70)

It is then very easy to apply Wick’s theorem pictorially, simply by drawing all possible
pairing of the points which appear in 〈0|T {φ(x1)φ(x2) . . .} |0〉.

11.7.1 Wick’s theorem for Dirac fermion fields∗

Consider a free Dirac field,
ψb(x) = ψ−b (x) + ψ+

b (x), (11.71)

where the index b is a spinor index, and

ψb−(x) =
∑
s

∫
d3~k

(2π)32ωk
ubs(k)as(k)e−ik·x, (11.72)

ψb+(x) =
∑
s

∫
d3~k

(2π)32ωk
vbs(k)b†s(k)e+ik·x, (11.73)

are the terms with annihilation and creation operators respectively. The spin-sum is over
all the solutions s of the Dirac equation for the spinors u, v. We remind the following
identities ∑

s

uas(p)ū
b
s(p) = (6p+m1)ab , (11.74)

∑
s

vas (p)v̄
b
s(p) = (6p−m1)ab . (11.75)
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Let us now work out the time-ordered product

Tψa(x)ψ̄b(y)

Following the steps of the previous section and recalling the minus signs in the definitions
of the normal ordering and the time-ordering, we find that (exercise):

Tψa(x)ψ̄b(y) = : ψa(x)ψ̄b(y) : +Θ(x0 − y0)
{
ψ−a (x), ψ−b (y)

}
−Θ(y0 − x0)

{
ψ+
b (y), ψ+

a (x)
}

(11.76)

The anticommutators above are complex numbers and, without any harm, we can take
them to be equal to their vacuum expectation values,{

ψ−a (x), ψ−b (y)
}

= 〈0|
{
ψ−a (x), ψ−b (y)

}
|0〉

= 〈0|ψ−a (x)ψ−b (y) |0〉 = 〈0|ψa(x)ψ̄b(y) |0〉 (11.77)

and similarly, {
ψ+
b (y), ψ+

a (x)
}

= 〈0| ψ̄b(y)ψa(x) |0〉 . (11.78)

We can then cast Eq 11.76 in the form:

Tψa(x)ψ̄b(y) =: ψa(x)ψ̄b(y) : + 〈0|Tψa(x)ψ̄b(y) |0〉 . (11.79)

Let us now study the vacuum expectation value of products of four fields. To facilitate
the manipulations we shall introduce the shorthand notation:

ψai(xi) ≡ i, 〈0| . . . |0〉 ≡ 〈. . .〉 . (11.80)

Assuming that x0
1 > x0

2 > x0
3 > x0

4. Then, after a little algebra, we find:

〈T 1̄23̄4〉 = 〈1̄23̄4〉
= 〈1̄+(2− + 2+)(3̄− + 3̄+)4+〉
= 〈[{1̄+, 2+}+ 1̄+2−] [{3̄+, 4+}+ 3̄−4+]〉
= 〈1̄2〉 〈3̄4〉+ 〈1̄+2−3̄−4+〉
= 〈1̄2〉 〈3̄4〉+ 〈1̄+ {2−, 3̄−} 4+〉 − 〈1̄+3̄−2−4+〉
= 〈1̄2〉 〈3̄4〉+ 〈1̄+4+〉 {2−, 3̄−}+ 〈3̄−1̄+2−4+〉
= 〈1̄2〉 〈3̄4〉+ 〈1̄4〉 〈23̄〉+ 0

= 〈T 1̄2〉 〈T 3̄4〉+ 〈T 1̄4〉 〈T23̄〉 . (11.81)

Let us now assume that x0
1 > x0

2 > x0
4 > x0

3. We have

〈T 1̄23̄4〉 = −〈1̄243̄〉
. . .

= − (〈1̄2〉 〈43̄〉 − 〈1̄4〉 〈23̄〉)
= − (−〈T 1̄2〉 〈T 3̄4〉 − 〈T 1̄4〉 〈T23̄〉)
= 〈T 1̄2〉 〈T 3̄4〉+ 〈T 1̄4〉 〈T23̄〉 . (11.82)
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You can verify explicitly that all possible time-orderings give the same result give the
result of Eq. 11.81. We can compute similarly other expectation values of time-ordered
products of fermion fields. For example,

〈T 1̄2̄34〉 = −〈T 1̄3〉 〈T 2̄4〉+ 〈T 1̄4〉 〈T 2̄3〉 (11.83)

The construction of expressions such as Eqs. 11.81-11.83 is algorithmic. Consider the
expectation value of a generic time-ordered product of fermionic fields:

〈Tf1f2 . . . fn〉 .

In the above, fi can be either ψ or ψ̄. Now take the first field in the product and
“contract” it (form a propagator) with every other field:

〈Tf1f2 . . . fn〉 = (+ 〈Tf1f2〉) 〈Tf3f4f5 . . . fn〉
+ (−〈Tf1f3〉) 〈Tf2f4f5 . . . fn〉
+ (+ 〈Tf1f4〉) 〈Tf2f3f5 . . . fn〉
+ . . . (11.84)

The sign of the contracted terms in the rhs can be positive or negative In is equal to
(−1)nP where nP is the number of permutations which are needed in order to bring
the two contracted fields which form a propagator in adjacent positions, starting from
the ordering in the expression of the lhs. Some of these contractions may vanish, since
〈ji〉 = 〈̄ij̄〉 = 0 and only 〈̄ij〉 = −〈jī〉 6= 0. Eq. 11.84 can be applied recursively until
no more propagators can be formed. For example, for the expectation value of the time-
ordered product of six fields we get:

〈T 1̄23̄45̄6〉 = + 〈T 1̄2〉 〈T 3̄45̄6〉+ 〈T 1̄4〉 〈T23̄5̄6〉+ 〈T 1̄6〉 〈T23̄45̄〉
= + 〈T 1̄2〉 (〈T 3̄4〉 〈T 5̄6〉+ 〈T 3̄6〉 〈T45̄〉)

+ 〈T 1̄4〉 (〈T23̄〉 〈T 5̄6〉 − 〈T25̄〉 〈T 3̄6〉)
+ 〈T 1̄6〉 (〈T23̄〉 〈T45̄〉+ 〈T25̄〉 〈T 3̄4〉)

=− 〈T21̄〉 〈T43̄〉 〈T65̄〉+ 〈T21̄〉 〈T45̄〉 〈T63̄〉
+ 〈T23̄〉 〈T41̄〉 〈T65̄〉 − 〈T23̄〉 〈T45̄〉 〈T61̄〉
+ 〈T25̄〉 〈T43̄〉 〈T61̄〉 − 〈T25̄〉 〈T41̄〉 〈T63̄〉 (11.85)

We can represent Eq. 11.85 graphically. Let us define the Dirac fermion propagator as
an arrowed line:

〈ij̄〉 ≡ 〈0|Tψai(xi)ψ̄aj(xj) |0〉 ≡
i j

(11.86)

The arrow leaves a field ψ and points to a field ψ̄. Then, Eq. 11.85 can be depicted as:

〈1̄23̄45̄6〉 =

2

4

6

1

3

5

−
+ −

+ − +

2

4

6

1

5

3

2

4

6

2

4

6

2

4

6

2

4

6

3

5

1

3

1

5

5

1

3

5

3

1

(11.87)
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This accounts for all possibilities that we can connect the six points with propagators
(bearing in mind that only ψ and ψ̄ can be contracted, while two ψ’s or two ψ̄’s cannot).
The sign of each graph is determined by the number of permutations which are required
in order to bring the contracted fields next to each other, starting from the ordering in
the left hand side of the equation.

A useful application of what we have learnt is in computing probability amplitudes
in perturbative computations in quantum electrodynamics (QED) and in the Standard
Model of particle physics. One encounters expectation values of the type:

1

n!

∫
d4x1 . . . d

4xn 〈TV (x1) . . . V (xn)〉 , (11.88)

with
V (x) ≡ ψ̄(x)Γψ(x) = Γabψ̄a(x)ψb(x). (11.89)

Γab is a generic 4×4 matrix which can be of course written in a basis of 1, γµ, γ5, γ5γ
µ, [γµ, γν ].

for next time:

• Actually, state Wick’s theorem for Dirac fermions

• Derive the Feynman rules in momentum space

• Derive minus sign in loops and when crossing fermion lines.

11.7.2 Wick’s theorem for Majorana fermions*
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Chapter 12

Scattering Theory (S-matrix)

We have studied the quantum field theories of free elementary particles with spin-0 (Klein-
Gordon field), spin-1

2
(Dirac spinor field), and spin-1 (Electromagnetic photon field). In

all these cases, we could identify a field four momentum P µ =
(
H, ~P

)
which was a

conserved quantity. It was also relatively easy to find a complete set of eigenstates for P µ.
In all these “free field theories” the Hamiltonian eigenstates happened to be, in addition,
eigenstates of a time-independent “number operator”. States with definite energy and
momentum were, therefore, also states of a conserved number of indestructible particles 1.

In reality, however, particles interact and may also be destroyed or created in a scat-
tering process. Realistic field theories contain additional terms in their Lagrangian which
do not make it possible to find a constant particle-number operator. In a free field the-
ory, conservation of energy and momentum is a consequence of the fact that the theory
is invariant under time and space translations. This is a property which will also hold for
interacting field theories. Conservation of the particle number was, on the other hand,
only a consequence of an “accident” that a field free theory was rather simple. This
“accident” does not occur anymore in an interacting field theory, where we expect it to
describe successfully particle creation and annihilation.

In this chapter we will consider interacting field theories in general, without specify-
ing the details of their Lagrangian. We will only require that they yield physical laws
which are invariant under space-time translations, and therefore their is a conserved field
momentum operator. We will also make one further assumption, which we will explain
later in its detail, that particle interactions happen at short distances, and that particles
when are at far distances they behave as if they were free. These two considerations will
lead us to general expressions for the probability amplitude of a scattering process.

12.1 Propagation in a general field theory

We start our analysis by studying the propagator of fields in a general theory, as we have
specified it above. We shall also assume that there is a ground state, which we denote by

|Ω〉 .

For simplicity we consider here the propagator of a scalar (interacting) field φ(x), which
we write as

〈Ω|T {φ(x)φ(y)} |Ω〉 = 〈Ω|T {φ(x)1φ(y)} |Ω〉 . (12.1)

1In mathematical parlance, the Hilbert space of states had a Fock-state representation.
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Let us form a unit operator 1 out of a complete set of states. Space-time translation
invariance dictates that P µ ≡ (H, ~P ), the field four momentum of the Lagrangian system
is a conserved quantity. Notice that we do not need the explicit expression for P µ;
Noether’s theorem guarantees that such an operator does exist. We denote with |p〉 the
corresponding eigenstates of the momentum-operator,

P µ |p〉 = pµ |p〉 , (12.2)

or, in components,
H |p〉 = Ep |p〉 , ~P |p〉 = ~p |p〉 , (12.3)

with
pµ = (Ep, ~p) . (12.4)

As we have remarked, the states |p〉, are not , necessarily, states with a definite number of
particles. To simplify the discussion, we also assume here that all momentum eigenvalues
are not light-like, having p2 6= 0. Then, for each state |p〉 with momentum pµ, we can
perform a Lorentz boost which renders ~p = 0. Conversely, all states |p〉 can be produced
by applying Lorentz transformations to states |λ0〉 with

~P |λ0〉 = 0. (12.5)

Let |λp〉 a boosted state from |λ0〉. Then we can write,

1 = |Ω〉 〈Ω|+
∑
λ

∫
d3~p

(2π)32Ep
|λp〉 〈λp| . (12.6)

The sum in λ runs over all possible states with a zero space momentum |λ0〉. Let us now
assume that x0 > y0. The propagator is then written as,

〈Ω|T {φ(x)φ(y)} |Ω〉|x0>y0 =

〈Ω|φ(x)

(
|Ω〉 〈Ω|+

∑
λ

∫
d3~p

(2π)32Ep
|λp〉 〈λp|

)
φ(y) |Ω〉

= 〈Ω|φ(x) |Ω〉 〈Ω|φ(y) |Ω〉

+
∑
λ

∫
d3~p

(2π)32Ep
〈Ω|φ(x) |λp〉 〈λp|φ(y) |Ω〉 . (12.7)

Consider now the matrix-element

〈Ω|φ(x) |λp〉

, and recall that the system is invariant under space-time translations xµ → xµ+εµ . The
field four-momentum is the generator of space-time translations. If we know the value of
the quantum field at a point yµ, then we can find its value at a different space-time point
by applying,

φ(xµ) = eiP ·(x−y)φ(y)e−iP (x−y). (12.8)

Exercise:Prove the above using the theorem of Section 5.4
It is very convenient to express the field in the matrix-element in terms of the value of
the quantum field at the origin,

〈Ω|φ(x) |λp〉 = 〈Ω| eiP ·xφ(0)e−iP ·x |λp〉 . (12.9)
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The ground state is invariant under space-time translations,

e−iP ·x |Ω〉 = |Ω〉 . (12.10)

Also, a state |λp〉 has a definite momentum pµ = (Ep, ~p). Thus,

e−iP ·x |λp〉 = |λp〉 e−ip·x
∣∣
p0=Ep

. (12.11)

We can then write,
〈Ω|φ(x) |λp〉 = 〈Ω|φ(0) |λp〉 e−ip·x

∣∣
p0=Ep

. (12.12)

We now recall that the state |λp〉 is produced from a state with a zero space-momentum
with a Lorentz boost,

|λp〉 = U (Λp) |λ0〉 . (12.13)

We can also exploit that the vacuum state is invariant under Lorentz transformations,

U (Λp) |Ω〉 = U−1 (Λp) |Ω〉 = |Ω〉 , (12.14)

and cast Eq. 12.12 as

〈Ω|φ(x) |λp〉 = 〈Ω|U−1 (Λp)φ(0)U (Λp) |λ0〉 e−ip·x
∣∣
p0=Ep

. (12.15)

For a scalar field,
U (Λp)φ(xµ)U−1 (Λp) = φ (Λµ

νx
ν) , (12.16)

which for a position at the origin xµ = 0 yields

U (Λp)φ(0)U−1 (Λp) = U−1 (Λp)φ(0)U (Λp) = φ(0). (12.17)

We then find that the space-time dependence of the matrix-element in Eq. 12.15 is a
simple exponential,

〈Ω|φ(x) |λp〉 = 〈Ω|φ(0) |λ0〉 e−ip·x
∣∣
p0=Ep

. (12.18)

Similarly,
〈λp|φ(y) |Ω〉 = 〈λ0|φ(0) |Ω〉 e+ip·y∣∣

p0=Ep
. (12.19)

Finally,
〈Ω|φ(y) |Ω〉 = 〈Ω| eiP ·yφ(0)e−iP ·y |Ω〉 = 〈Ω|φ(0) |Ω〉 . (12.20)

Using Eqs 12.18-12.20, we find that the propagator in Eq. 12.7 becomes,

〈Ω|T {φ(x)φ(y)} |Ω〉|x0>y0 = 〈Ω|φ(0) |Ω〉2

+
∑
λ

|〈Ω|φ(0) |λ0〉|2
∫

d3~p

(2π)32Ep
e−ip·(x−y)

∣∣
p0=Ep

. (12.21)

In the same fashion, we obtain for the second time-ordering possibility

〈Ω|T {φ(x)φ(y)} |Ω〉|y0>x0 = 〈Ω|φ(0) |Ω〉2

+
∑
λ

|〈Ω|φ(0) |λ0〉|2
∫

d3~p

(2π)32Ep
e−ip·(y−x)

∣∣
p0=Ep

. (12.22)
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The propagator is,

〈Ω|T {φ(x)φ(y)} |Ω〉 = 〈Ω|T {φ(x)φ(y)} |Ω〉|x0>y0 Θ(x0 − y0)

+ 〈Ω|T {φ(x)φ(y)} |Ω〉|x0>y0 Θ(x0 − y0), (12.23)

which yields,

〈Ω|T {φ(x)φ(y)} |Ω〉 = 〈Ω|φ(0) |Ω〉2 +
∑
λ

|〈Ω|φ(0) |λ0〉|2 ×

×
∫

d3~p

(2π)32Ep

[
e−ip·(x−y)Θ(x0 − y0) + e−ip·(y−x)Θ(y0 − x0)

]
p0=Ep

.

(12.24)

We recognize that the above integral is the Feynman-Stückelberg propagator of Eq. 11.33,
of the free scalar field theory. We denote by m2

λ the eigenvalue of the squared field-
momentum P 2 corresponding to the state |λ0〉,

P 2 |λ0〉 = m2
λ |λ0〉 . (12.25)

Then, for the boosted state |λp〉, we have

P 2 |λp〉 =
(
H2 − ~P 2

)
|λp〉 =

(
E2
p − ~p2

)
|λp〉 . (12.26)

Given that |λp〉 = U(Λp), and P 2 is invariant under a Lorentz transformation, we obtain
that

Ep(λ)2 − ~p2 = m2
λ. (12.27)

Then, using the result of Eq. 11.33, we write

〈Ω|T {φ(x)φ(y)} |Ω〉 = 〈Ω|φ(0) |Ω〉2

+
∑
λ

|〈Ω|φ(0) |λ0〉|2
∫

d4p

(2π)4

i

p2 −m2
λ + iδ

e−ip·(x−y)

(12.28)

This is a general result for the propagator of any scalar field in any quantum field theory
which is symmetric under Poincare’ (Lorentz and translation) transformations.

Let us now assume that there exists a density of states |λ0〉, with P 2 |λ0〉 = m2
λ |λ0〉.

We can replace the sum in the above expression with an integral,

〈Ω|T {φ(x)φ(y)} |Ω〉 = 〈Ω|φ(0) |Ω〉2

+

∫
dM2ρ(M2) |〈Ω|φ(0) |λ0(M)〉|2

∫
d4p

(2π)4

i

p2 −M2 + iδ
e−ip·(x−y)

(12.29)

This is the Källen-Lehmann representation for the scalar field propagator. It is an
amazing result for its simplicity, given its generality. Up to constants (〈Ω|φ(0) |Ω〉2,
|〈Ω|φ(0) |λ0〉|2 ), the propagator is determined fully by the density of the energy eigen-
states with zero space-momentum.
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12.1.1 A special case: free scalar field theory

Our result for the Feynman-Stückelberg can be now rederived as a special case of the
Källen-Lehmann propagator of Eq. 12.29 when considering the free Klein-Gordon field.
In this case, we are able to find a simple expression for the quantum field φ(x),

φ(x) =

∫
d3~p

(2π)22ωp

[
a(p)e−ip·x + a†(p)e+ip·x] , (12.30)

with ωp =
√
~p2 +m2. The vacuum state is,

|Ω〉 = |0〉 , (12.31)

and it is annihilated by the ladder operator a(p),

a(p) |0〉 = 〈0| a†(p) = 0. (12.32)

We can easily see that
〈0|φ(0) |0〉 = 0. (12.33)

We also need to compute the density of states |λ0〉, with H |λ0〉 = mλ |λ0〉 and ~P |λ0〉 =
0. In the case of the free Klein-Gordon field we can identify a number of particles for
each eigenstate of the P µ operator. We can build states of higher and higher energy with
~p = 0, by applying repeatedly the creation operator a†(0) on the vacuum. We have

H
(
a†(0) |0〉

)
= m

(
a†(0) |0〉

)
,

H
(
a†(0)2 |0〉

)
= 2m

(
a†(0)2 |0〉

)
,

. . .

H
(
a†(0)n |0〉

)
= nm

(
a†(0)n |0〉

)
,

. . .

The density is then

ρ(M2) =
∞∑
n=1

δ(M2 − n2m2). (12.34)

Finally, we require the constants

〈0|φ(0) |λ0〉 = 〈0|φ(0)

(
a†(0)n |0〉

)
= δn,1. (12.35)

Exercise: prove the above.

We now substitute Eqs 12.33, 12.34 and Eq. 12.35 into Eq. 12.29. We recover

〈0|T {φ(x)φ(y)} |0〉 =

∫
d4p

(2π)4

i

p2 −m2 + iδ
e−ip·(x−y), (12.36)

which is the familiar Feynman-Stückelberg propagator for the free Klein-Gordon field.
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12.1.2 “Typical” interacting scalar field theory

It is not possible to compute the density ρ(M2) of zero-momentum ~p = 0 states |λ0〉
in realistic field theories where the Lagrangian contains additional potential terms to
the ones of the free scalar Klein-Gordon field. We can make, however, some reasonable
assumptions which agree with observations on the systems that we would like to describe.

We have emphasized several times that in interacting theories it is not, in general,
possible to identify a number of particles corresponding to a certain energy-momentum
eigenstate. Nevertheless, we do observe particles which act as if they were free and
isolated. Such a state is characterized by the mass m of the particle. If we now consider
a state of two “approximately free” particles the energy of the state when the combined
momentum of the two particles is ~p = 0 is also “approximately” twice the mass of one-
particle 2m. However, their interaction potential will not allow for this exact value,
and in general, their energy will be larger. States other than one-particle states form a
continuum of masses M2 which is larger than the minimum energy (corresponding to free
particles) required to get two particles in the same state. An exception to this occurs
when the two-particles form a bound state, where their binding energy is negative and
their effective mass is generally smaller than 2m.

Although a very important issue, we will not analyze in this course bound state
problems. Then, a typical density is,

ρ
(
M2
)

= δ(M2 −m2
1−particle) + Θ(M2 − 4m2

1−particle)ρcont(M
2). (12.37)

where ρcont a continuous function. Substituting this density functional form into the
general expression of Eq. 12.29 for the scalar propagator we find,

〈Ω|T {φ(x)φ(y)} |Ω〉 =

|〈Ω|φ(0) |1particle〉|2
∫

d4p

(2π)4

i

p2 −m2
1particle

+ iδ
e−ip·(x−y)

+

∫
dM2ρcont(M

2) |〈Ω|φ(0) |λ0(M)〉|2
∫

d4p

(2π)4

i

p2 −M2 + iδ
e−ip·(x−y)

+ 〈Ω|φ(0) |Ω〉2

(12.38)

The above result is very important, stating that one-particle states are responsible for
poles in the propagator of an interacting field. If a theory has states which behave as
isolated then we anticipate to find poles in the propagator for squared momenta p2 =
m1particle

which correspond to the physical mass of the particles. Suggestive to the above,
it is then worth to remember in practice that the scalar propagator is

〈Ω|T {φ(x)φ(y)} |Ω〉 =

∫
d4p

(2π)4

iZ̃φe
−ip·(x−y)

p2 −m2
phys + iδ

+ continuum, (12.39)

where
Z̃φ = |〈Ω|φ(0) |1particle〉|2 , (12.40)

a constant, and mphys the physical mass of a particle.
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12.2 Spectral assumptions in scattering theory

We are now ready to study using quantum field theory the scattering of elementary
particles. Scattering processes occur in Lagrangian systems with interaction potentials,
i.e. additional terms in the Lagrangian other than the ones that we have found in the
quantization of free fields. It has never been possible to find an exact solution for the
Hamiltonian of any field theory which describes realistic particle interactions in four
space-time dimensions. However, it is possible under some reasonable assumptions to
develop a theory for scattering probability amplitudes. For simplicity, we shall carry out
our analysis for the case of interacting scalar fields. This is sufficient to demonstrate the
salient features of the scattering theory.

Our basic set of assumptions is the following,

• The theory has a ground state |Ω〉

• There are “first excited” states |p〉 with

P 2 |p〉 = m2
phys |p〉 , (12.41)

corresponding intuitively to “single-particle” states. We also assume thatm2
phys ≥ 0,

which means that there are no tachyons (particles which travel faster than the light)

• All remaining eigenstates |q〉 of the field momentum operator have

P 2 |q〉 = M2 |q〉 , (12.42)

with
M2 ≥ 4m2

phys. (12.43)

These states form a continuum, and they correspond, intuitively, to multi-particle
excitations.

• The expectation value of the field operator in the ground state is zero,

〈Ω|φ(x) |Ω〉 = 0. (12.44)

Roughly, φ(x) |Ω〉 should correspond to an one-particle excited state. A single particle
should not disappear spontaneously into a state with no particles |Ω〉. The corresponding
probability amplitude should therefore vanish,

〈Ω| 1particle〉 ∼ 〈Ω|φ(x) |Ω〉 = 0.

12.3 “In” and “Out” states

As we have discussed earlier, states in interacting field theories do not longer describe
systems of particles with a necessarily constant number of them. Free field theories
have a Hilbert-space of states with states of definite particle number, but Hamiltonian
eigenstates in interacting theories do not. Nevertheless, we do observe particles which
behave as free (e.g. free electrons and photons) when they are sufficiently separated. By
the uncertainty principle, such states describing particles which are isolated at certain
times must be wave-packets.

Two classes of wave-packets are interesting in order to describe the scattering of freely
moving particles.
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• Wave-packets which are isolated at a time very far in the past, t = −∞, but may
be overlapping at some finite time t

• Wave-packets which are isolated at in the far future, t = +∞, but may be overlap-
ping at some finite time t.

We should remember that in our development of the field theory formalism, we are using
the Heisenberg picture for time evolution. In this picture, field operators depend on
time, while states are time independent 2. Time-independent states are perhaps counter-
intuitive, and can mislead us to believe that they describe non-evolving systems. But this
is of course not true. Measurements of expectation values of field operators on a state are
time-dependent, and in this sense, states encapsulate the time-evolution of the physical
system that they describe. We define a state as an |in〉 state, if it describes a system
of freely moving particles in the very far past, which may or may not be interacting at
a later time. We define a state as an |out〉 state, if it describes a system of particles
which may or may not be interacting at a finite time but they are freely moving in the
far future.

Consider an |in〉 state which describes a single particle with momentum p in the far
past. We will assume that free particles are indestructible, stable, in the absence of other
particles. Then this state will also describe a free single particle in the far future, and it
will also be an state |in〉:

|in, single− particle, p〉 = |out, single− particle, p〉 . (12.45)

More complicated “in” and “out” states containing many free particles in the very far
past or future respectively, allow for particle interactions at a finite time. What are the
possible “in” and “out” states? We will make the following assumption:
“ Every possible state is a linear combination of either |in〉 or |out〉 states.”
In physical terms, this means that every physical system will behave as a system of
freely moving particles which are getting increasingly isolated if we wait long enough.
Conversely, if we look further back in the far past, every physical system originates from
a system of freely moving isolated particles.

The above assumption is in accordance with the particle interactions occur when par-
ticles are brought very close together. Short range interactions cannot keep particles
together perpetually. There is a striking important “exception” to this assumption: el-
ementary particles may form bound states. In practice, we know from experimentation
which are the bound states that may be formed (hadrons, atoms, molecules, etc ). These
are stable, and we can account for them by including them in a generalized definition of
|in〉 and |out〉 states.

We adopt the following notation. We denote by

|{pi}, in〉

an “in” state where the ith particle has momentum pi. We denote by

|{kj}, out〉
2For example, in the free scalar field case the field has a solution which is explicitly time-dependent,

φ(x) =

∫
d3~p

(2π)22ωp

[
a(p)e−ip·x + a†(p)e+ip·x

]
,

while states, |0〉 , |p〉 = a†(p) |0〉 , . . ., are manifestly time-independent.
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an “out” state where the jth particle has momentum kj. These states are complete.
Every state can be written as a linear combination of either of them, and we have:∑

|{pi}, in〉 〈in, {pi}| =
∑
|{kj}, out〉 〈out, {kj}| = 1 (12.46)

12.4 Scattering Matrix-Elements

Obviously, an |{pi}, in〉 state can be written as a superposition of |{kj}, out〉 states. This
physically means that a system of originally free particles will evolve to a system of
ultimately free particles. If these particles never interact, the “in” state is the same as
the “out” state. If they do, then we may have isolated particles after the interaction with
different momenta or even a different number of them. We write,

|{pi}, in〉 =
∑
{kj}

c ({kj}, {pi}) |{kj}, out〉 . (12.47)

The probability amplitude for the transition of a system of i = 1 . . . N incoming particles
with momenta {pi} to a system of j = 1 . . .M outgoing particles with momenta {kj} is
known as the “scattering matrix-element”,

Sji ≡ c ({kj}, {pi}) |{kj}〉 = 〈out, {kj}| {pi}, in〉 (12.48)

The scattering probability is

P ({pi} → {kj}) = |Sji|2 = |〈out, {kj}| {pi}, in〉|2 . (12.49)

The scattering matrix-elements constitute the S-matrix, which is a matrix acting on
the space of “in” states and transforms them into “out” states,

S ≡ Sij, |α, out〉 = Sαβ |β, in〉 . (12.50)

The S-matrix is unitary,(
SS†

)
αγ

=
∑
β

SαβS
†
βγ =

∑
β

〈α, in| out, β〉 〈β, out| γ, in〉

= 〈α, in|

(∑
β

|β, out〉 〈out, β|

)
|γ, in〉 = δαγ. (12.51)

We are usually not interested in computing the probability of not having a scattering.
The matrix-elements of the S-matrix which are relevant for a true scattering are the
non-diagonal. We then define the so called “transition-matrix” T , which is given by

S ≡ 1 + iT. (12.52)

In the rest of this chapter we shall prove a fundamental relation of S-matrix elements
to expectation values of field operators in the ground state of the interacting theory.
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12.5 S-matrix and Green’s functions

In the last section, we established very few properties of the S-matrix which, at a first
sight, offer little help in computing it explicitly. It is possible, however, to extract S-
matrix elements from Green’s functions, which are defined as

G(x1, x2, . . . , xN) ≡ 〈Ω|T {φ(x1)φ(x2) . . . φ(xN)} |Ω〉 . (12.53)

In the simplest case of one space-time point,

〈Ω|φ(x) |Ω〉 = 0, (12.54)

we have assumed that the corresponding Green’s function vanishes, as part of our spectral
assumptions for an interacting field theory.

The two-point Green’s function is our familiar propagator, for which we have found
the Källen-Lehmann representation

G(x, y) =

∫
d4p

(2π)4

iZ̃φe
−ip·(x−y)

p2 −m2
phys + iδ

+ continuum. (12.55)

Consider the explicit case with x0 > τ > −τ > y0 with τ →∞, for two space-time points
where one is very far in the future and the second very far in the past. Then,

G(x, y)| x0→+∞
y0→−∞

= 〈Ω|T {φ(x)φ(y)} |Ω〉

= 〈Ω| {φ(x)φ(y)} |Ω〉
= 〈Ω| {φ(x)1 1φ(y)} |Ω〉

= 〈Ω|φ(x)

(∑
out

|out〉 〈out|

) (∑
in

|in〉 〈in|

)
φ(y) |Ω〉

; G(x, y)| x0→+∞
y0→−∞

=
∑

in

∑
out

〈Ω|φ(x) |out〉 〈out| in〉 〈in|φ(y) |Ω〉 (12.56)

We have defined an |out〉 as any state which behaves as a state of any number of free
isolated particles in the far future. The the sum over all “out” states corresponds to∑

out

〈Ω|φ(x) |out〉 〈out| → 〈Ω|φ(x) |Ω〉 〈Ω|

+

∫
d3~p1

(2π)32ωp1

〈Ω|φ(x) |p1; out〉 〈p1; out|

+

∫
d3~p1

(2π)32ωp1

d3~p2

(2π)32ωp2

〈Ω|φ(x) |p1, p2; out〉 〈p1, p2; out|

+ . . . (12.57)

We now make use the property of “out” states behaving as states of free particles at large
times x0 > τ , and compute 〈Ω|φ(x) |out〉 in free field theory. In free field theory, the
state φ(x)Ω corresponds to a state with exactly one-particle, and it has no overlap with
states of a different particle multiplicity. We then have,

〈Ω|φ(x) |Ω〉 = 〈Ω|φ(x) |p1, p2; out〉 = 〈Ω|φ(x) |p1, p2, p3; out〉 = . . . = 0, (12.58)
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and only
〈Ω|φ(x) |p1; out〉 6= 0. (12.59)

We have already computed this non-vanishing already up to a constant. From Eq. 12.18
and Eq. 12.40 we have

〈Ω|φ(x) |p; out〉 =

√
Z̃φe

−ip·x (12.60)

We compute the sum over “in” states in Eq. 12.56 in an identical fashion. Then we arrive
to a simple result

G(x, y)| x0→+∞
y0→−∞

= Z̃φ

∫
d3~p

(2π)32ωp

d3~q

(2π)32ωq
e−i(p·x−q·y) 〈p; out| q; in〉 . (12.61)

Eq. 12.61 relates the Green’s function function for two well separated in time points
to the transition amplitude from an “in” single-particle state to an “out” single-particle
state. How about more complicated Green’s functions and transition amplitudes? We
can repeat the same procedure for a general Green’s function

G(x1, . . . , y1 . . .)| x0
i
→+∞

y0
i→−∞

= 〈Ω|T {φ(x1) . . . φ(y1) . . .} |Ω〉 x0
i
→+∞

y0
i→−∞

. (12.62)

with Nout points at far future times x0
i and Nin points yj at far past times. We find that

G(x1, . . . , y1 . . .)| x0
i
→+∞

y0
i→−∞

=

∫ (Nout∏
i=1

d3~pi e
−ipi·xi

(2π)32ωpi

)(
Nin∏
j=1

d3~qj e
+iqj ·yj

(2π)32ωqj

)

×Z̃
Nin+Nout

2
φ 〈p1, . . . , pNout ; out| q1, . . . qNin

; in〉 (12.63)

We arrive to a very useful result. Green’s functions with Nin + Nout, with Nin of them
chosen in the far past and Nout in the far future are, up to an overall constant, some sort
of a Fourier transform of S-matrix elements for the scattering of Nin particles to Nout

particles. In the next section we shall use Eq. 12.63 to compute the matrix-elements.

12.6 The LSZ reduction formula

We will compute scattering matrix elements by inverting Eq. 12.63. This would require a
type of a Fourier transformation on the space-time coordinates xµi and yµj . The integration
over the space components, ~xi and ~yj, can be unrestricted (from −∞ to +∞), but we
need to be careful concerning the time integrations, since we have made assumptions
about x0

i being far future and y0
j far past times.

Let us try to integrate xµi and yµj over the maximum space-time region where we do
not contradict our time-ordering assumptions. Consider the integral,

I [{ki}, {lj}] ≡

(∏
i

∫ ∞
τ

dx0
i

∫
d3~xie

iki·xi

)(∏
j

∫ −∞
−τ

dy0
j

∫
d3~yje

−ilj ·yj

)
×G(x1, . . . , y1, . . .). (12.64)

We now substitute the expression for the Green’s function that we have found in Eq. 12.63,
and perform the space integrations using the identity∫

d3~xei
~k~x = (2π)3δ(3)(~k). (12.65)
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The integral of Eq. 12.64 becomes,

I [{ki}, {lj}] ≡

(∏
i

∫ ∞
τ

dx0
i

ei(k
0
i−ω(~ki))x

0
i

2ω(~ki)

)(∏
j

∫ −∞
−τ

dy0
j

e−i(l
0
j−ω(~lj))y

0
j

2ω(~lj)

)

×Z̃
Nin+Nout

2
φ 〈k1, . . . , kNout ; out| l1, . . . lNin

; in〉 (12.66)

The integrals over the time variables are also easy to perform,∫ ∞
τ

dteit(l
0−ω(~l)) =

−i
l0 − ω(~l)

[
lim
T→∞

eiT(l0−ω(~l)) − eiτ(l0−ω(~l))
]

(12.67)

The above is problematic due to the term which requires a not well defined limit at infinity.
Suppose now, that we modify the time integration in our Fourier transformations and
make it slightly complex:

lim
δ→0

∫ ∞
τ

dteit(1+iδ)(l0−ω(~l)) =
i

l0 − ω(~l)
eiτ(l

0−ω(~l)) (12.68)

Then, we can write

I [{ki}, {lj}] ≡

(∏
i

−i
(k0
i − ω(~ki)2ω(~ki)

eiτ(k
0
i−ω(~ki))

)(∏
j

−i
(l0j − ω(~lj)2ω(~lj)

eiτ(l
0
j−ω(~lj))

)

×Z̃
Nin+Nout

2
φ 〈k1, . . . , kNout ; out| l1, . . . lNin

; in〉 (12.69)

We have now achieved to relate S−matrix elements for the probability of a transition
of a system with Nin particles with momenta {lµj } to a system with Nout particles with
momenta {ki} to a Fourier-type integrals over Green’s functions.

Let us analyze Eq. 12.69 further. We observe that a “Fourier transformed” Green’s
function on the lhs has poles at

l0i = ω(~li) =
√
~l2i +m2

phys,

due to every particle in the “in” and “out” states. We also notice that the poles are
independent of the time τ , since the τ dependent exponential becomes one at the pole
position l0 = ω. Indeed , we can expand

eiτ(l0−ω)

2ω(l0 − ω)
=

1

2ω(l0 − ω)
+
iτ

2ω
+O((l0 − ω)τ 2) (12.70)

This means that had we decided to put no restrictions in the time integrations for
I [{ki}, {lj}] the coefficient of the poles (their residue) would be unchanged. We can
then write,(

Regular at l0i , k
0
j → ω(~li), ω(~li)

)
+

∏ iZ̃
1
2
φ

2ω(~li)(l0i − ω(~li))

∏ iZ̃
1
2
φ

2ω(~kj)(k0
j − ω(~kj))

 〈k1, . . . , kNout ; out| l1, . . . lNin
; in〉

= G̃ (k1, . . . , kNout ; l1, . . . lNin
) , (12.71)
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where the Green’s function G̃ in momentum space is defined as a normal Fourier transform
of a Green’s function in x−space,

G̃ (k1, . . . , kNout ; l1, . . . lNin
) =

∫ +∞

−∞
d4x1 . . . d

4xNoutd
4y1 . . . d

4yNin
ei[

∑
i xi·ki−

∑
j yj ·lj]

×〈Ω|T {φ(x1) . . . φ(xNout)φ(y1) . . . φ(yNin
)} |Ω〉

(12.72)

In the above integration, the exponential factors must be slightly deformed 3 in the
complex plane,

eik·x → eik
0x0(1+iδ)−i~k~x. (12.75)

We now multiply Eq. 12.71 with a factor

l2 −m2
phys

i
√
Z̃φ

for each “in” state and “out” state particle, and take the limit l2−m2
phys = (l0− ω)(l0 +

ω)→ 0. The regular term vanishes in this limit from the lhs of the equation. We are left
with the LSZ reduction formula,

〈k1, . . . , kNout ; out| l1, . . . lNin
; in〉 = lim

l2
i
=m2

phys

k2
j=m2

phys

∏
i

l2i −m2
phys

i
√
Z̃φ

∏
j

k2
j −m2

phys

i
√
Z̃φ


×G̃ (k1, . . . , kNout ; l1, . . . lNin

) . (12.76)

which is due to Lehmann, Symanzik and Zimmermann.

12.7 Truncated Green’s functions

Let us recall here the Kählen-Lehman representation of the propagator of Eq. 12.39,
which we can invert by applying a Fourier transformation. We find

G̃(p) =
iZ̃φ

p2 −m2
phys

+
(
Regular at p2 → m2

phys

)
(12.77)

where we have defined the propagator in momentum space as

G̃(p) ≡
∫
d4xeip·x 〈Ω|T {φ(x)φ(0)} |Ω〉 . (12.78)

3Alternatively, we can leave intact the exponentials and perform a real time-integration in Eq. 12.72,
but then we have to evaluate the kernel Green’s function at deformed space-time points,

G̃ (k1, . . . , kNout ; l1, . . . lNin) =

∫ +∞

−∞
d4x1 . . . d

4xNoutd
4y1 . . . d

4yNine
i[
∑

i xi·ki−
∑

j yj ·lj]

×〈Ω|T {φ(x̃1) . . . φ(x̃Nout
)φ(ỹ1) . . . φ(ỹNin

)} |Ω〉
(12.73)

where
x̃µ = (x0(1− iδ), ~x). (12.74)
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We can then cast the S-matrix from the LSZ formula as

〈k1, . . . , kNout ; out| l1, . . . lNin
; in〉 = Z̃

Nin+Nout
2

φ

G̃ (k1, . . . , kNout ; l1, . . . lNin
)(∏

i G̃(ki)
)(∏

j G̃(lj)
)
∣∣∣∣∣∣k2
i
→m2

phys

l2j→m2
phys

(12.79)
A Green’s function which is divided by a propagator for each external particle in the

“in” and “out” states is called truncated:

G̃trunc (k1, . . . , kNout ; l1, . . . lNin
) ≡ G̃ (k1, . . . , kNout ; l1, . . . lNin

)(∏
i G̃(ki)

)(∏
j G̃(lj)

) (12.80)

The LSZ formula takes the form

〈k1, . . . , kNout ; out| l1, . . . lNin
; in〉 = Z̃

Nin+Nout
2

φ

G̃trunc (k1, . . . , kNout ; l1, . . . lNin
)
∣∣∣k2
i
→m2

phys

l2j→m2
phys

(12.81)

We now have a relation of probability amplitudes for the scattering of free particles
in Quantum Field theory, in terms of truncated Green’s functions. As we have discussed
already, there is no realistic field theory in four dimensions where all such probabilities
can be computed exactly. In the next chapter, we shall resort to perturbation theory,
which turns to be an amazingly powerful tool.

12.8 Cross-sections∗
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Chapter 13

Perturbation Theory and Feynman
Diagrams

We have been able to solve exactly Hamiltonian systems for the simplest quantum field
theories which describe free particles. For these, we could find all eigenstates and eigen-
values of the Hamiltonian. However, in general, when interactions among particles are
present, we must resort to perturbation theory.

As a concrete example, we consider a simple new term in the Hamiltonian of a real
Klein-Gordon field,

L =
1

2
(∂µφ)(∂µφ)− 1

2
m2φ2 − λ

4!
φ4. (13.1)

The Hamiltonian density is,

H = πφ̇− L, φ =
∂L
∂φ̇

, (13.2)

The Hamiltonian is then found to be

H = H0 +H ′, (13.3)

where

H0 =

∫
d3~x

π2 +
(
~∇φ
)2

+m2φ2

2
, (13.4)

is the Hamiltonian a free real Klein-Gordon field, and

H ′ =

∫
d3~x

λ

4!
φ4, (13.5)

is a new term.
For a generic λ 6= 0, it is not possible to find an exact expression for the quantum field

φ. In this chapter, we will learn how to construct a solution using perturbation theory,
by expanding around the known result for λ = 0.

It is only necessary to know the field φ(~x, t) at a specific time value t = τ . We
can use symmetry under time translations in order to determine the field at any other
moment t. The generator of space-time translations xµ → xµ + εµ is the field momentum

P µ =
(
H, ~P

)
. Specifically for time translations, the generator is the Hamiltonian H.

Fields at two different times are related via,

φ(x, t) = e+iH(t−τ)φ(~x, τ)e−iH(t−τ) (13.6)
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(this is an exponentiated form of an equation such as Eq. 5.133, withQ = P µδxµ, δxi = 0).
As you may have noticed field operators evolve with time, while states do not. This is
usually termed as the Heisenberg picture.

Let us now compute the time evolution of the field φ(~x, τ) in the hypothetical case
that there is no interaction (λ = 0). We find that

φI(x, t) = e+iH0(t−τ)φ(~x, τ)e−iH0(t−τ), (13.7)

and solving for φ(~x, τ), we find

φ(x, τ) = e−iH0(t−τ)φI(~x, t)e
+iH0(t−τ). (13.8)

φI(~x, τ) is the field in the “interaction picture”. The fields in the interaction picture and
the Heisenberg picture are identical if H = H0.

Combining Eq 13.6 and Eq. 13.8 we find the identity

φ(~x, t) = U−1(t, τ)φI(~x, t)U(t, τ) (13.9)

where we have defined the time-evolution operator in the interaction picture

U(t, τ) ≡ e+iH0(t−τ)e−iH(t−τ). (13.10)

We now make a very important assumption. We require that there is a time, for
example in the far past, for which the field of the full Hamiltonian H is a solution of the
free Hamiltonian H0. This is a reasonable approximation if we can identify a time that
particles are far from each other and their interaction can be neglected. We can formally
implement this by requiring for example that the interaction switches on at a certain
time.

Given the existence of such a special time, the interaction field φI(~x, t) will continue
to be a solution of the free Hamiltonian at any time t. Then, Eq. 13.9 is a transformation
of the field φI in the free theory (H0) to the field φ in the full “interacting” theory (H).

13.1 Time evolution operator in the interaction pic-

ture

The calculation of the field operator in the full theory proceeds through the evaluation
of the time-evolution operator U(t, τ) given that we can determine the field operator in
the free theory.

We shall first derive a differential equation for U(t, τ). Differentiating with respect to
time, we have:

i
∂U(t, τ)

∂t
= i

[
iH0e

iH0(t−τ)e−iH(t−τ) − ieiH0(t−τ)He−iH(t−τ)
]

= eiH0(t−τ)(H −H0)e−iH(t−τ)

= eiH0(t−τ)(H −H0)e−iH0(t−τ)eiH0(t−τ)e−iH(t−τ) (13.11)

We write the above in the form,

i
∂U(t, τ)

∂t
= VI(t− τ)U(t, τ), (13.12)
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with the interaction potential defined as,

VI(t− τ) ≡ eiH0(t−τ)(H −H0)e−iH0(t−τ). (13.13)

We can cast the general solution of the differential equation Eq. 13.12 as a time
ordered exponential (as with an ordinary Schrödinger equation). Integrating both sides
of the equation with respect to time, we obtain

U(t, τ) = U(τ, τ) +
1

i

∫ t

τ

dt1VI(t1 − τ)U(t1, τ). (13.14)

Let us rewrite the above equation, replacing t with t1 and t1 with t2. We have,

U(t1, τ) = U(τ, τ) +
1

i

∫ t

τ

dt2VI(t2 − τ)U(t2, τ). (13.15)

We can substitute Eq. 13.15 into Eq. 13.14, obtaining

U(t, τ) =

[
1 +

1

i

∫ t

τ

dt1VI(t1 − τ)

]
U(τ, τ)

+

(
1

i

)2 ∫ t

τ

dt1

∫ t1

τ

dt2VI(t1 − τ)VI(t2 − τ)U(t2, τ).

(13.16)

Obviously, we can repeat inserting Eq. 13.14 to itself as many times as we wish. After
an infinite number of iterations we obtain

U(t, τ) =

[
1 +

∞∑
n=1

(
1

i

)n ∫ t

τ

dt1

∫ t1

τ

dt2 . . .

∫ tn−1

τ

dtn

VI(t1 − τ)VI(t2 − τ) . . . VI(tn − τ)

]
U(τ, τ). (13.17)

Time-Ordering

Consider one of the simplest integrals in the above series,

I[t, τ ] =

∫ t

τ

dt1

∫ t1

τ

dt2VI(t1 − τ)VI(t2 − τ). (13.18)

It can be written as

I[t, τ ] =

∫ t

τ

dt1

∫ t

τ

dt2VI(t1 − τ)VI(t2 − τ)Θ(t1 − t2). (13.19)

By changing integration variables, t1 → t2 and t2 → t1, we obtain

I[t, τ ] =

∫ t

τ

dt1

∫ t

τ

dt2VI(t2 − τ)VI(t1 − τ)Θ(t2 − t1). (13.20)

Adding Eq. 13.19 and Eq. 13.20, we obtain∫ t

τ

dt1

∫ t1

τ

dt2VI(t1 − τ)VI(t2 − τ) =
1

2!

∫ t

τ

dt1dt2T {VI(t1 − τ)VI(t2 − τ)} , (13.21)
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where the symbol T{. . .} is our familiar time-ordering symbol, ordering operators from
the largest to the smallest times,

T {VI(t1 − τ)VI(t2 − τ)} = VI(t1 − τ)VI(t2 − τ)Θ(t1 − t2)

+VI(t2 − τ)VI(t1 − τ)Θ(t2 − t1). (13.22)

It is not hard to convince ourselves that in general,∫ t

τ

dt1VI(t1 − τ)

∫ t1

τ

dt2VI(t2 − τ) . . .

∫ tn−1

τ

dtnVI(tn − τ)

=
1

n!

∫ t

τ

dt1 . . . dtnT {VI(t1 − τ) . . . VI(tn − τ)} . (13.23)

Time-Ordered Exponentiated Integral

We define a time-ordered exponentiated integral as the time-ordering of its Taylor series
expansion,

Te
∫ t
τ dt
′A(t′) ≡ T

∞∑
n=0

[∫ t
τ
dt′A(t′)

]n
n!

= 1 +
1

n!

∞∑
n=1

∫ t

τ

dt1 . . . dtnT {A(t1) . . . A(tn)} . (13.24)

We can now write a compact expression for the time-evolution operator of Eq. 13.17
as a time-ordered exponential, by using Eq. 13.23 and the definition of Eq. 13.24. We
obtain that,

U(t, τ) = Te−i
∫ t
τ dt
′VI(t′−τ)U(τ, τ). (13.25)

To determine the operator U(t, τ) at an arbitrary time, we require a boundary value
U(τ, τ) at a time τ . This is identically the unit operator.

U(τ, τ) = 1, (13.26)

Recall that τ is selected to be a time in the far past, when indeed

φ(~x, τ) = φI(~x, τ). (13.27)

13.2 Field operators in the interacting and free the-

ory

Let us summarize here what we have achieved.

• The field in the full theory φ(~x, t) is related to the field in the free theory φI(~x, t)
at any time t, via a simple relation,

φ(~x, t) = U(t, τ)−1φI(~x, t)U(t, τ). (13.28)
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• The time evolution operator, U(t, τ), is a time ordered exponential given by Eq. 13.25.

A time-ordered product of fields in the full theory can be written as,

T {φ(x1)φ(x2) . . . φ(xn)} =

T
{
U−1(x0

1, τ)φI(x1)Ũ(x0
1, x

0
2)φI(x2)Ũ(x0

2, x
0
3) . . . Ũ(x0

n−1, x
0
n)φI(xn)U(x0

n, τ)
}
,

(13.29)

where we define the operator

Ũ(t2, t1) ≡ U(t2, τ)U−1(t1, τ). (13.30)

The above operator is independent of the reference time τ . It is given by (exercise):

Ũ(t2, t1) = Tei
∫ t2
t1
dt′VI(t′), (13.31)

where t2 > t1. We can also prove (exercise) that:

Ũ(t3, t2)Ũ(t2, t1) = Ũ(t3, t1), (13.32)

with t3 > t1. The inverse is then

Ũ(t2, t1)Ũ(t1, t2) = 1 ; U−1(t2, t1) = Ũ(t1, t2) = U †(t2, t1). (13.33)

13.3 The ground state of the interacting and the free

theory

Our goal is to develop a formalism for the evaluation of Green’s functions

〈Ω|T {φ(xi) . . . φ(xn)} |Ω〉 ,

in the interacting theory. As we have seen, their Fourier transforms will give us, with the
LSZ reduction formula, the probability amplitudes for physical scattering processes. We
remind that the points xµi in the above need to have time components which are slightly
complex (Eq. 12.74).

From the discussion of the previous section we have that

〈Ω|T {φ(xi) . . . φ(xn)} |Ω〉 =

〈Ω|T
{
U−1(x0

1, τ)Ũ(x0
1, x

0
n)φI(xi) . . . φI(xn)U(x0

n, τ)
}
|Ω〉 (13.34)

where the time-ordering allowed us to combine together all the Ũ operators.
In general, we anticipate that the ground state |Ω〉 of the interacting theory H =

H0 + H ′ is a different state from the vacuum state |0〉 of the free theory H0. Let us
assume that the Hamiltonian H has a spectrum |ψn〉 with

H |ψn〉 = En |ψn〉 , (13.35)

and |ψ0〉 ≡ |Ω〉. Eigenstates of the full Hamiltonian form a complete set,

1 = |Ω〉 〈Ω|+
∑
n6=0

|ψn〉 〈ψn| . (13.36)
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Let us now act with an operator to the vacuum state |0〉 of the free theory H0,

e−iH(τ+T )(1−iδ)e+iH0(τ+T )(1−iδ) |0〉 ,

choosing T a large time in the future and δ a very small “dumbing” parameter δ → 0+.
This is in anticipation of needing to evaluate Green’s functions with slightly complex
times. We have,

e−iH(τ+T )(1−iδ)e+iH0(τ+T )(1−iδ) |0〉 = e−iH(τ+T )(1−iδ)e+i0(τ+T )(1−iδ) |0〉
= e−iH(τ+T )(1−iδ) |0〉 (13.37)

We now use the completeness of the Hamiltonian eigenstates for the full theory.

e−iH(τ+T )(1−iδ)e+iH0(τ+T )(1−iδ) |0〉 = e−iH(τ+T )(1−iδ)1 |0〉

= e−iH(τ+T )(1−iδ)

(
|Ω〉 〈Ω|+

∑
n6=0

|ψn〉 〈ψn|

)
|0〉

= |Ω〉 e−iE0(τ+T )−E0(τ+T )δ 〈Ω| 0〉+
∑
n6=0

|ψn〉 e−iEn(τ+T )−En(τ+T )δ 〈ψn| 0〉 .

(13.38)

Assuming a hierarchy En > E0 for the first energy level of the full Hamiltonian with
respect to the ground energy, the factor e−Enδ(τ+T ) vanishes faster than e−E0δ(τ+T ), as
δ → 0+. In this limit, we can write a simple relation between the ground state in the full
theory and the vacuum in the free theory,

e−iH(τ+T )(1−iδ)e+iH0(τ+T )(1−iδ) |0〉 = |Ω〉 e−iE0(1−iδ)(τ+T ) 〈Ω| 0〉 . (13.39)

We now observe that the operator on the left side of the above equation is nothing
else than U−1(−T (1− iδ), τ(1− iδ)). We then have

|Ω〉 = NU−1 (−T (1− iδ), τ(1− iδ)) |0〉 , (13.40)

〈Ω| = N ∗ 〈0|U (T (1− iδ), τ(1− iδ)) , (13.41)

where N is a normalization constant, which we determine from the normalization condi-
tion 〈Ω| Ω〉 = 1,

|N |2 = 〈Ω| Ũ (T (1− iδ),−T (1− iδ)) |Ω〉 (13.42)

Substituting into Eq. 13.34, we have that

〈Ω|T {φ(xi) . . . φ(xn)} |Ω〉 = |N |2

〈0|U(T, τ)

T
{
U−1(x0

1, τ)Ũ(x0
1, x

0
n)φI(xi) . . . φI(xn)U(x0

n, τ)
}

U−1(−T, τ) |0〉 (13.43)

Given that the times T > x0
i > −T , we can put all operators under the time-ordering

symbol. We then obtain, the final result for the Green’s function

〈Ω|T {φ(xi) . . . φ(xn)} |Ω〉 = lim
δ→0
T→∞

〈0|TφI(x1) . . . φI(xn)e−i
∫ T
−T dt

′VI(t′) |0〉
〈0|Te−i

∫ T
−T dt

′VI(t′) |0〉
,

(13.44)
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where the points xµi are computed in slightly complex times x0
i (1− iδ). Notice what we

have achieved. On the lhs we require a Green’s function for the fields φ(x) of the full
theory. On the rhs this is expressed purely in terms of fields φI and the vacuum state |0〉
in the free field theory.

Eq. 13.44 is an exact result, but it can serve as our basis for perturbation theory. The
exponential can be written as a function of the perturbation Lagrangian with free fields.
For our example interaction

e−i
∫∞
−∞ dt′VI(t′) = e−i

∫
d4x λ

4!
φI(x)4

, (13.45)

and it can be expanded as a Taylor series in λ.

13.4 Feynman Diagrams for φ4 theory

In the previous section, we found that Green’s functions can be cast in a form suitable for
applying the method of perturbation theory. For the example Hamiltonian of Eq. 13.5,
we can write the result,

〈Ω|T {φ(x1) . . . φ(xn)} |Ω〉 = lim
δ→0
T→∞

〈0|TφI(x1) . . . φI(xn)
∑∞

n=0

(−iλ
4!

∫
d4xφI(x)4

)n |0〉
〈0|
∑∞

n=0

(−iλ
4!

∫
d4xφI(x)4

)n |0〉 ,

(13.46)

To evaluate the terms of the right hand side of Eq. 13.46, we need to be able to compute
expectation values in the free-field theory of time-ordered products of field operators.
This can be achieved by means of Wick’s theorem of Section 11.7.

The pictorial application of Wick’s theorem yields to the representation of Green’s
functions in the full theory as a perturbative expansion in terms of Feynman diagrams.
As a concrete example, we shall consider the two-point function in the full theory, through
order O(λ) in the coupling parameter λ. From Eq. 13.46 we have

〈Ω|T {φ(x1)φ(x2)} |Ω〉

=
〈0|TφI(x1)φI(x2)

(
1 + (−iλ)

4!

∫
d4xφI(x)4

)
|0〉+O(λ2)

〈0|T
(

1 + (−iλ)
4!

∫
d4xφI(x)4

)
|0〉+O(λ2)

= 〈0|T {φI(x1)φI(x2)} |0〉+
(−iλ)

4!

∫
d4x 〈0|T

{
φI(x1)φI(x2)φI(x)4

}
|0〉

−(−iλ)

4!
〈0|T {φI(x1)φI(x2)} |0〉

∫
d4x 〈0|φI(x)4 |0〉+O(λ2) (13.47)

Let us compute pictorially the second term in the expansion,

(−iλ)

4!

∫
d4x 〈0|T

{
φI(x1)φI(x2)φI(x)4

}
|0〉

The corresponding Green’s function is equal to the contractions of the graph in Fig 13.4.
We find two different types of contractions which lead to two different “Feynman dia-
grams”.
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x

1 2

Figure 13.1: The term 〈0|T {φI(x1)φI(x2)φI(x)4} |0〉 as the sum of all contractions of the
graph above

• Diagram I: The two fields defined at the “external” points x1 and x2 get contracted
with each other. The four fields defined at the “internal” point x contract then
among themselves.

1 2
x

This Feynman diagram is classified as “disconnected”, meaning that the internal
point x is not connected to any of the external points x1 and x2.

This configuration occurs in more than one ways. The external fields at x1 and x2

can be contracted in 1 way. Take now one of the four fields at the internal point
x. This field can be contracted with any of the remaining internal fields with 3
ways. Finally, the remaining two internal fields can be contracted in 1 way only.
Therefore, this Feynman diagram appears

1× 3× 1 times.

• Diagram II: The two external fields defined at x1 and x2 contract with internal
fields at x.

1 2
x

This is a “connected” diagram, meaning that internal points are connected to ex-
ternal points by following the lines of the graph.

We can now compute the multiplicity of the Feynman diagram. There are 4 ways
that we can contract the field at the first external point with one of the fields at
the internal point x. The second external point can then be contracted to another
internal field in three ways. Finally, two remaining internal fields can be contracted
with each other in one way. Therefore, this Feynman diagram occurs

4× 3× 1 =
4!

2
times.

Now we examine the last term

−(−iλ)

4!
〈0|T {φI(x1)φI(x2)} |0〉

∫
d4x 〈0|φI(x)4 |0〉
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in Eq. 13.47, which is the contribution of the denominator in Eq. 13.46 to the λ Taylor
expansion. It is easy to convince ourselves that this term yields the same Feynman
diagram as the disconnected Diagram I. The two external fields are contracted together.
The four internal fields are also contracted among themselves. However, this terms carries
an overall minus sign. As a result, the disconnected Feynman diagram drops out from
the result. This observation holds at all orders in perturbation theory. Disconnected
Feynman diagrams do not contribute to the perturbative expansion of Green’s functions 1.
These factorize in the numerator of Eq. 13.46 and cancel exactly against the denominator.

In summary, the perturbative expansion of the two-point Green’s function through
order O(λ) can be represented very simply with the following Feynman diagrams.

〈Ω|T {φ(x1)φ(x2)} |Ω〉 =

1 2 +
1

2
1

x
2 + ...

(13.48)

We can obtain a concrete mathematical expression from the above diagrams by following
very simple rules, pioneered by Feynman:

1. We associate a propagator to each line

1 2 → 〈0|T {φI(x1)φI(x2)} |0〉 (13.49)

2. We associate a factor of (−iλ) and a space-time integration to each vertex

x

→ (−iλ)

∫
d4x (13.50)

These rules give us a simple pictorial representation in terms of Feynman diagrams of
the perturbative series for any Green’s function G(x1, x2, . . . , xN). We draw all possible
graphs with N external and with no more vertices than the maximum order in the
perturbative expansion λn that we require. Then we translate the Feynman diagrams
into mathematical expressions using the rules above. One difficulty in this procedure is
to determine the combinatorial rational factor that multiplies the diagram, as for example
the factor 1/2 in the second diagram of Eq. 13.48. This number can always be obtained
following the procedure in Eq. 13.48, which is a rather brute force method. For everything
practical, this method is sufficient and for more complicated cased we can easily program
it in a computer code. The combinatorial factor, also known as symmetry factor, can be
determined cleverly as the inverse of the independent exchange symmetry operations of
the Feynman diagram (exchanging vertices and propagators) which leave it intact. This
is a nice method for everyone who is confident in spotting all symmetries without double
counting equivalent ones. It is, however, prone to human errors.

1The general proof of this statement is easier with the path integral formalism, and we postpone it
for QFTII.
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13.5 Feynman rules in momentum space

The LSZ reduction formula expresses scattering amplitudes as truncated Green’s func-
tions in momentum space. We can develop simple Feynman rules for computing them
directly.

We start with the Fourier transform of the propagator from the origin to a point x.

G̃(p) =

∫
d4xeip·x 〈Ω|T {φ(x)φ(0)} |Ω〉 (13.51)

At leading order in perturbation theory we have,

G̃(p) =

∫
d4xeip·x 〈0|T {φI(x)φI(0)} |0〉+O(λ)

=

∫
d4xeip·x

∫
d4k

(2π)4

i

k2 −m2 + iδ
e−ikx +O(λ)

=

∫
d4k

(2π)4

i

k2 −m2 + iδ

∫
d4xei(p−k)·x +O(λ)

=

∫
d4k

(2π)4

i

k2 −m2 + iδ
(2π)4δ(4)(p− k) +O(λ)

; G̃(p) =
i

p2 −m2 + iδ
+O(λ) (13.52)

Let us now look at the scattering of four particles. The Green’s function we require is

G(x1, x2, x3, x4) =

+
3

4

x2

1

3

+
4

2

14

2

1

3

4

32

1

+

1

2 3

4

Ga Gb Gc Gd Ge

x y

+
1

2

+ . . . (13.53)

Let us now compute the Green’s function in momentum space,

G̃(p3, p4; p1, p2) =

∫
d4x1e

−i(x1·p1+x2·p2−x3·p3−x4·p4)G(x1, x2, x3, x4), (13.54)

where we consider p1, p2 in the initial state and p3, p4 in the final state. We write,

G̃(p3, p4; p1, p2) = Ga +Gb +Gc +Gd +Ge + . . . , (13.55)

where Ga,b,c are the contributions of the first three diagrams and Gd, Ge are the contribu-
tions of the fourth and fifth diagram at order O(λ) and O(λ2). The first three diagrams
give,

Ga +Gb +Gc = (2π)4δ4(p1 − p4)
i

p2
1 −m2 + iδ

(2π)4δ4(p2 − p3)
i

p2
2 −m2 + iδ

+ (2π)4δ4(p1 − p3)
i

p2
1 −m2 + iδ

(2π)4δ4(p2 − p4)
i

p2
2 −m2 + iδ

+ (2π)4δ4(p1 + p2)
i

p2
1 −m2 + iδ

(2π)4δ4(p3 + p4)
i

p2
3 −m2 + iδ

+ (13.56)
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The fourth diagram is converted into a mathematical expression following again the
Feynman rules of the previous section. We have

Gd =

∫
d4x1d

4x2d
4x3d

4x4e
−i(x1·p1+x2·p2−x3·p3−x4·p4)

× (−iλ)

∫
d4x ( vertex )

× 〈0|T {φI(x1)φI(x)} |0〉 ( contraction of x1 and x )

× 〈0|T {φI(x2)φI(x)} |0〉 ( contraction of x2 and x )

× 〈0|T {φI(x3)φI(x)} |0〉 ( contraction of x3 and x )

× 〈0|T {φI(x4)φI(x)} |0〉 ( contraction of x4 and x ). (13.57)

Substituting the expression for 〈0|T {φI(x3)φI(x)} |0〉 Performing the x and xi integra-
tions we find,

Gd = (−iλ)
i

p2
1 −m2 + iδ

i

p2
2 −m2 + iδ

i

p2
3 −m2 + iδ

i

p2
4 −m2 + iδ

(2π)4δ4(p1 +p2−p3−p4).

(13.58)
The diagram Ge is a “loop diagram”. Let us write the corresponding expression, using

the Feynman rules in position space. We have

Ge =

∫
d4x1d

4x2d
4x3d

4x4e
−i(x1·p1+x2·p2−x3·p3−x4·p4)

× (−iλ)

∫
d4xd4y ( vertices )

× 〈0|T {φI(x1)φI(x)} |0〉 ( contraction of x1 and x )

× 〈0|T {φI(x2)φI(x)} |0〉 ( contraction of x2 and x )

× 〈0|T {φI(x3)φI(y)} |0〉 ( contraction of x3 and y )

× 〈0|T {φI(x4)φI(y)} |0〉 ( contraction of x4 and y )

× 〈0|T {φI(x)φI(y)} |0〉2 ( two contractions of x and y )

(13.59)

Performing all x−space integrations we find,

Ge =
i

p2
1 −m2 + iδ

i

p2
2 −m2 + iδ

i

p2
3 −m2 + iδ

i

p2
4 −m2 + iδ

×(2π)4δ4(p1 + p2 − p3 − p4)

×(−iλ)2

×
∫ +∞

−∞

d4k

(2π)4

i

k2 −m2 + iδ

i

(k + p1 + p2)2 −m2 + iδ
.

(13.60)

Observe our final expressions for Ga, b, c, Gd and Ge. We can make easy rules (Feyn-
man rules) to produce them from the Feynman diagrams.

• In every vertex we pick up a factor

(−iλ),
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• With each propagator comes a factor

i

p2 −m2 + iδ
.

• At each vertex, we have delta functions guaranteeing that momentum is conserved.
As a result, for all particles that are connected with each other there is an overal
factor

(2π)4δ(4)

(∑
in

pin −
∑
out

pout

)
,

which forces the sum of incoming momenta in a connected diagram to be equal to
the sum of the out-coming momenta.

• The loop in diagram Ge introduces an integration over a “loop momentum” and a
measure ∫ +∞

−∞

d4k

(2π)4

.

13.6 Truncated Green’s functions in perturbation the-

ory

Figure 13.2: Feynman diagrams which are correction to external lines and do not con-
tribute to physical scattering amplitudes.

We are interested in computing amplitudes for physical scattering processes, as given
by the LSZ formula. For the scattering of two particles with momenta p1, p2 to two
particles with momenta p3, p4 we then need a truncated Green’s function

〈p3, p4| p1, p2〉 = Z̃2
φG̃trunc(p3, p4; p1, p2)

∣∣∣∣∣
p2
i=m

2
phys

(13.61)
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compute for squared external momenta equal to the physical mass of the particles. The
truncated Green’s function is defined as

G̃trunc(p3, p4; p1, p2) =
G̃(p3, p4; p1, p2)

G̃(p1)G̃(p2)G̃(p3)G̃(p4)
, (13.62)

where the Green’s function in momentum space is divided with the propagator of each
of the particles in the initial and final states.

The Kählen-Lehmann representation for the pole of the propagator is

G̃(p) =
iZ̃

p2 −m2
phys

+ regular terms (13.63)

In the previous section we computed the perturbative result,

G̃(p) =
i

p2 −m2
+O(λ). (13.64)

At leading order in perturbation theory, we can then identify the physical mass of a parti-
cle mphys with the mass parameter m of our Lagrangian, and determine the normalization
Z̃φ = 1.

We then find that the diagrams Ga, Gb, Gc which do not connect all eternal particles
with each other do not contribute to the scattering amplitude 〈p3, p4| p1, p2〉. We find for
example that, at leading order in λ,

Ga

G̃(p1)G̃(p2)G̃(p3)G̃(p4)
∼ (p2

3 −m2)(p2
4 −m2)δ(p4 − p1)δ(p3 − p2)

∣∣∣∣∣
p2
i=m

2

= 0. (13.65)

The diagrams Gd and Ge connect all external particles and have poles i
p2
i−m2 for each one

of them. These contribute to the scattering amplitude.
We can perform the division with the external propagators as it is demanded by the

LSZ formula we need three more rules in our set of Feynman rules.

• Lines starting from an external point contribute a factor 1 (and not i/(p2 −m2)).

We must be, though, a bit more careful. Eq. 13.64 has perturbative corrections of order
λ. We need to divide our Feynman diagrams with the full perturbative expansion of the
propagator and not just the leading order contribution. We can account for this division
entirely with one more clever trick.

• Through away all Feynman diagrams which “correct” external lines.

For example, the diagrams of Fig. 13.2 should all be disregarded when computing trun-
cated Green’s functions for physical scattering amplitudes.
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Chapter 14

Loop Integrals

In order to compute the perturbative expansion of any Green’s function, we must perform
unrestricted integrations over the momenta of particles circulating in loops of Feynman
diagrams. The exact evaluation of loop integrals is a difficult and often prohibitive task.
Many loop integrals are divergent! This is a very unpleasant surprise if we aim towards
a realistic description of physical phenomena with finite probabilities. The problem of
divergences is a very serious one, and it jeopardizes the mathematical foundation of the
perturbative method.

14.1 The simplest loop integral. Wick rotation

Let us consider the simplest loop-integral in field theory,

I ≡
∫

d4k

(2π)4

1

k2 −m2 + iδ
(14.1)

This is a formidable integral, given that it requires four integrations for each space-time
dimension. We notice that only the combination k2 = k2

0 − ~k2 appears in the integrand.

The integral would be easily solvable had we had a Euclidean metric for k2
E = k2

0 + ~k2,
by using spherical coordinates in four dimensions. With a Minkowski metric, we ought
to treat the time integration specially. We write

I = lim
δ→0+

∫ +∞

−∞

d3~k

(2π)4

∫ +∞

−∞
dk0

1

(k0 − ωk + iδ) (k0 + ωk − iδ)
, (14.2)

with

ωk =

√
~k2 +m2. (14.3)

The integrand has two poles, at k0 = ωk − iδ and k0 = −ωk + iδ, which are found in the
lower-right and upper-left quarter planes in the (<k0,=k0) plane We can perform the so
called Wick rotation, rotating the integration axis by 90 degrees and integrating over the
imaginary axis,

I =

∫ +∞

−∞

d3~k

(2π)4

∫ +i∞

−i∞
dk0

1

k2
0 − ~k2 −m2 + iδ

. (14.4)

Setting
k0 = ik′0,
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Figure 14.1: Wick’s rotation: The integrand has no poles on the upper-right and lower-
left k0 complex plane. We can rotate the integration axis by 90o, and integrate along the
imaginary axis ko ∈ [−i∞,+i∞].

the integral becomes

I = i

∫ +∞

−∞

d3~k

(2π)4

∫ +i∞

−i∞
dk′0

1

−(k′0)2 − ~k2 −m2 + iδ
. (14.5)

Notice that after Wick’s rotation we can consider the four-vector kE ≡ (k′0,
~k) in Euclidean

space, and express kE in four-dimensional spherical coordinates:

dkE = d|k| |k|3dΩ4. (14.6)

The integral then becomes

I = −iΩ4

∫ ∞
0

d|k| |k|3

|k|2 +m2 − iδ
. (14.7)

Notice that the integral diverges as |k| → ∞, which is an embarrassment.
Infinities were historically the biggest puzzle in the development of quantum field

theory. But, we now know what to do with them for many Lagrangian systems which are
realistic descriptions of nature. We will learn later that we can “sweep infinities under the
carpet”, exploiting certain “freedoms” that we have. We are allowed to absorb infinities
in the the normalization constants Zφ of the LSZ formula, or in the definition of physical
mass and coupling parameters in terms of the corresponding parameters appearing in the
Lagrangian. These are very few “freedoms”, and it is amazing that they suffice to solve
the problem.

The method of “sweeping infinities under the carpet” is called renormalization. A
prerequisite to it is to quantify the infinities with the help of a regulator. We shall
introduce a parameter which renders the integrations well defined and finite except at a
certain limit. For example, we can restrict the integration in Eq. 14.7 below a certain
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cut-off value Λ for |k|,

I(Λ) ≡ −iΩ4

∫ Λ

0

d|k| |k|3

|k|2 +m2 − iδ
= −iΩ4

[
Λ2

2
+ . . .

]
(14.8)

The regularized integral I(Λ) is equal to the original integral I in the limit of an infinite
Λ,

lim
Λ→∞

I(Λ) = I. (14.9)

What is the benefit of introducing a regularization method? It will give us the pos-
sibility to compute the divergent parts of all loop-integrals that enter the evaluation of
S−matrix elements for values of the regulator Λ where they are all well-defined. Then,
we can perform “renormalization” and express the parameters of the Lagrangian in terms
of physical mass and coupling parameters. Then we shall take the limit of the regulator
which corresponds to the original loop integrals. It will turn out that for many field
theories the final renormalized S-matrix elements are finite.

14.2 Dimensional Regularization

A method to regularize loop integrals is not unique. A well chosen regularization pro-
cedure can be very beneficial for practical computations, since the difficulty in carrying
out the integrations may vary significantly. What is more important, some regularization
methods may violate some of the symmetries of the theory. For example, a “cut-off”
regularization violates Lorentz invariance. When symmetries are broken due to the regu-
larization method it may be required to pay additional efforts in order to relate S-matrix
elements to physical observables.

The most elegant regularization method known to date was developed by t’Hooft and
Veltman in the 70’s. It is called dimensional regularization. It has revolutionized the
evaluation of loop integrals for its simplicity. It is also known to preserve most of the
symmetries which are found in physical Lagrangian systems.

In dimensional regularization, the regulator is the number of space-time dimensions
d. We shall explain how this work, by revisiting the simplest example of a loop integral
in Eq. 14.7. Let us now compute this integral in an arbitrary number of dimensions,

Id =

∫
ddk

(2π)d
1

k2 −m2 + iδ
, (14.10)

which after Wick’s rotation becomes

Id = i

∫
ddk

(2π)d
1

−k2 −m2 + iδ
, (14.11)

and
k2 = k2

0 + ~k2. (14.12)

In spherical coordinates,

Id =
iΩd

(2π)d

∫ ∞
0

dk
kd−1

−k2 −m2 + iδ
. (14.13)
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For infinitely large loop momenta it behaves as,

Id → −
iΩd

(2π)d

∫ ∞
dkkd−3. (14.14)

We observe that the integral has a finite ultraviolet limit (k → ∞) for values of the
dimension d < 3. In dimensional regularization we compute the integral for a generic
value of the dimension d which is allowed for it in in order to be well-defined. At the end
of our computation, we shall perform an “analytic continuation” to a physical dimension
value d = 4.

14.2.1 Angular Integrations

For d = 2, the solid angle is
dΩ2 = dφ,

for d = 3, we have
dΩ3 = sin θdθdφ,

and so on. We are used to defining solid angles for an integer number of dimensions. What
is the value of the solid angle Ωd for an arbitrary real valued dimension d? Our general-
ization of the dimension from integer to real values for the solid angle is mathematically
similar to the generalizing of the factorial to the complex-valued Γ function,

n!→ Γ(z),

and relies on finding a defining recurrence relation.
Let us take a d−dimensional vector

~k(d) =
(
~k(d−1), kd

)
, (14.15)

where kd is the component corresponding to the dth dimension. We shall assume that we
know how to express the ~k(d−1) in terms of (d − 1) polar coordinates, i.e. a radial rd−1

coordinate and (d− 2) angular coordinates. Then∫ +∞

−∞
dk1 . . . dkd =

∫ +∞

−∞
dkd

∫ ∞
0

dr(d−1)r
d−2
(d−1)

∫
dΩd−1. (14.16)

The d−dimensional vector is now expressed in cylindrical coordinates,

~k(d) =
(
kd−1û

(d−1) (θ1, θ2, . . . θd−2) , kd
)
, (14.17)

where û(d−1) is a unit vector. Now we change variables to polar coordinates in d−dimensions
by performing the transformation,

r(d−1) = l sin θd−1

kd = l cos θd−1
. (14.18)

This gives for the integration measure
∫
ddk,∫ +∞

−∞
dkd

∫ ∞
0

dr(d−1)r
d−2
(d−1)

∫
dΩd−1 =

∫ ∞
0

dlld−1

∫ π

0

dθd−1 sind−2 θd−1

∫
dΩd−1. (14.19)
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We have then arrived to the recurrence relation,∫
dΩd =

∫ π

0

dθd−1 sind−2 θd−1

∫
dΩd−1. (14.20)

Recall that for d = 2, ∫
dΩ2 =

∫ 2π

0

dθ1. (14.21)

Using this as a boundary condition for Eq. 14.20, we obtain the solid-angle in arbitrary
integer dimensions,∫

dΩd =

∫ π

0

dθd−1 sind−2 θd−1 . . .

∫ π

0

dθ2 sin θ2

∫ 2π

0

dθ1. (14.22)

All integrals can be performed easily using that,∫ π

0

dθ sinx θ =

∫ 1

−1

d(cos θ)(1− cos θ)
x−1

2

=

∫ 1

0

daa
1
2
−1(1− a)

x+1
2
−1 (a = cos2 θ)

;

∫ π

0

dθ sinx θ = B

(
1

2
,
1 + x

2

)
=

Γ
(

1
2

)
Γ
(
x+1

2

)
Γ
(
x+2

2

) . (14.23)

The the solid angle in d−dimensions is

Ωd = 2
π
d
2

Γ
(
d
2

) . (14.24)

On the rhs we have a function which is defined, as we shall discuss immediately, to
arbitrary complex values of the dimension parameter d, with the exception of non-positive
integers. We thus have derived a generalization of the solid angle to an arbitrary such
value of d.

A quicker derivation 1 of Eq. 14.24 proceeds as follows. Consider the exponential
integral, ∫ ∞

−∞
dxe−x

2

=
√
π. (14.25)

For d such integrals we have,

π
d
2 =

∫
ddxe−

∑d
i=1 x

2
i =

∫
dΩd

∫ ∞
0

dxxd−1e−x
2

. (14.26)

Setting t = x2, we find

π
d
2 =

1

2
Ωd

∫ ∞
0

dtt
d
2
−1e−t =

1

2
ΩdΓ

(
d

2

)
. (14.27)

1shown in class
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14.2.2 Properties of the Gamma function

In the above, the Beta function is defined as

B(x, y) =

∫ 2

0

1dξxix−1(1− ξ)y−1. (14.28)

The Γ−function is defined through the integral representation,

Γ(z) ≡
∫ ∞

0

dxxz−1e−x. (14.29)

By using integration by parts, we can easily show that

Γ(z + 1) = zΓ(z), (14.30)

which is the same recursion relation as for the factorial of integers. For z = n a positive
integer, we have

Γ(n) = (n− 1)! (14.31)

The function Γ(z) is analytic except for z = 0,−1,−2, . . .. From the integral repre-
sentation we conclude that the Γ function is convergent for Re z > 0. But, the recursion
relation of Eq. 14.30 defines it for all complex values of z, with the exception of non-
positive integers.

A useful value is

Γ

(
1

2

)
=
√
π. (14.32)

We can also prove the identity,

Γ(x)Γ

(
1

2

)
= 2x−1Γ

(x
2

)
Γ

(
x+ 1

2

)
. (14.33)

We shall often need to expand a Gamma function around an integer value for its
argument. We have

Γ(1 + ε) =

∫ ∞
0

xεe−x

=

∫ ∞
0

eε lnxe−x

=

∫ ∞
0

(
1 + ε lnx+

ε2

2
ln2 x+ . . .

)
e−x

=

; Γ(1 + ε) = 1− εγ + ε2
(
γ2

2
+
π2

12

)
+O(ε3). (14.34)

The “Euler-gamma” constant is defined as

γ ≡ −
∫ ∞

0

dxe−x log(x) ≈ 0.544 . . . (14.35)
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14.2.3 Radial Integrations

We now continue with the remaining integration of Eq. 14.14 over the magnitude of the
Euclidean four-momentum. We have

Id = − i
2

Ωd

(2π)d

∫
dk

kd−2

k2 +m2 − iδ
. (14.36)

We perform the change of variables

k2 → x

1− x
(
m2 − iδ

)
, (14.37)

which yields

Id = − i
2

Ωd

(2π)d
(
m2 − iδ

) d
2
−1
∫ 1

0

dxx
d
2
−1(1− x)−

d
2 (14.38)

which yields the final result,∫
ddk

iπ
d
2

1

k2 −m2 + iδ
= −Γ

(
1− d

2

)(
m2 − iδ

) d
2
−1

(14.39)

Notice that the integral is divergent for d = 2, 3, 4, . . ., but it is well-defined for any other
value of d.

Exercise: Prove that∫
ddk

iπ
d
2

1

[k2 −m2 + iδ]ν
= (−1)ν

Γ
(
ν − d

2

)
Γ(ν)

(
m2 − iδ

) d
2
−ν
. (14.40)

An interesting case is when m2 = 0. In dimensional regularization, where the dimen-
sion parameter is considered non-integer, we have that

lim
m→0

md = 0d = 0. (14.41)

We then have that integrals with no mass scales vanish, and in our exemplary case,∫
ddk

iπ
d
2

1

[k2 + iδ]ν
= 0. (14.42)

14.3 Feynman Parameters

Consider a more complicated integral. For example,

I2 =

∫
ddk

iπ
d
2

1

[k2 −m2 + iδ] [(k + p)2 −m2 + iδ]
. (14.43)

The integrand has now four poles for

k0 = ±
(√

~k2 +m2 − iδ
)
, ±

(√
(~k + ~p)2 +m2 − iδ

)
. (14.44)

It is now more difficult to perform the integration over k0, as well as the angular integra-
tions since the denominator depends explicitly on angles,

(k + p)2 −m2 = k2 + p2 −m2 + 2k0p0 − 2|~k||~p| cos θ. (14.45)
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The method of Feynman parameters allows to integrate out the loop momentum k
easily, applying Wick’s rotation and integrating over angles in exactly the same manner
as for the simplest integral of Eq. 14.40. The price that we have to pay is to introduce
new integration variables over “Feynman parameters”. It is easy to prove that,

1

AB
=

∫ 1

0

dx
1

[xA+ (1− x)B]2
. (14.46)

We can use such identity in order to combine denominators in loop intergrals under one
term. For example, the integral of Eq. 14.43 can be written as

I2 =

∫
ddk

iπ
d
2

1

[x ((k + p)2 −m2) + (1− x) (k2 −m2) + iδ]2

=

∫
ddk

iπ
d
2

1

[k2 −m2 + 2xk · p+ xp2 + iδ]2

=

∫
ddk

iπ
d
2

1

[(k + px)2 −m2 + x(1− x)p2 + iδ]2
(14.47)

We perform a shift in the integration variable k, usually called “loop momentum”, defining

Kµ = kµ + xpµ. (14.48)

We then have,

I2 =

∫ 1

0

dx

∫
ddk

iπ
d
2

1

[K2 − (m2 − x(1− x)p2 − iδ)]2
(14.49)

The integral over Kµ can be solved using the general result of Eq. 14.40,

I2 = Γ

(
2− d

2

)∫ 1

0

dx
(
m2 − x(1− x)p2 − iδ

) d
2
−2

(14.50)

The above integral is only one-dimensional. We still have the task of performing the
task of integrating over Feynman parameters. Feynman parameter integrals are general-
ized hypergeometric functions, which are only partially understood in the mathematical
science. Said differently, the mathematics of hypergeometric functions is far from suffi-
cient in order to tackle the Feynman integrals that appear in the perturbative expansion
of Green’s functions. This limits computations to simple cases. Nevertheless, even with
the mathematical understanding of loop integrations being in its infancy, we can still de-
rive rather precise theoretical predictions for S-matrix elements of interesting scattering
processes.

For physics predictions, we are interested in the value of loop integrals as a Laurent
expansions around the physical value of the dimension parameter, d = 4. It is customary
to write,

d = 4− 2ε, (14.51)

and expand around ε = 0. The (−) sign is because we usually think of the dimension
parameter as being smaller than four, in order to make an integral convergent in the
UV limit |k| → ∞. The factor of 2 in front of ε is convenient due to that typically the
combination d

2
emerges as result of loop-integrations. The integral of Eq. 14.50 becomes

I2 = Γ(ε)

∫ 1

0

dx
(
m2 − x(1− x)p2 − iδ

)ε
1

ε
− γ +

∫ 1

0

dx log
[
m2 − x(1− x)p2 − iδ

]
+O (ε) . (14.52)
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Exercise: Solve the above integral, assuming that p2 < 4m2. For p2 > 4m2 the integral
develops an imaginary part. Compute it, by performing an analytic continuation of the
result for p2 < 4m2.

The procedure of combining denominators in a single term using Feynman parameters
and making complete squares of the loop momenta can be performed in general. For an
arbitrary number of denominators in a loop-integral we can use the formula,

1

Aν1
1 . . . Aνnn

=
Γ (ν1 + . . . νn)∏

Γ(νi)

∫ 1

0

dx1 . . . dxnδ

(
1−

∑
i

xi

)
xν1−1

1 . . . xνn−1
n

[
∑
xiAi]

∑
νi

(14.53)

Proof: Let us perform the change of variables

xi =
ai

1 + an
(14.54)

in the rhs of Eq. 14.53. The delta function becomes,

δ

(
1−

n∑
i=1

ai
1 + an

)
= δ

(
1−

∑n−1
i=1 ai

1 + an

)
= (1 + an)δ

(
1−

n−1∑
i=1

ai

)
. (14.55)

The parameters ai are constrained to be in the interval [0, 1], due to the δ function
for i = 1 . . . n − 1, while the parameter an ranges in between an = 0(xn = 0) and
an =∞(xn =∞). The Jacobian of the transformation is

dxi =
dai

1 + an
, i 6= n, (14.56)

and

dxn =
dan

(1 + an)2
. (14.57)

All factors conspire in Eq. 14.53, so that the integrand is almost the same as the original,
replacing xi with ai. The only difference is that the delta function does not contain an
anymore, and that the range of this variable is from 0 to infinity. Explicitly,

rhs of Eq. (14.53) =
Γ (ν1 + . . . νn)∏

Γ(νi)

×
∫ ∞

0

dan

∫ 1

0

da1 . . . dan−1δ

(
1−

n−1∑
i=1

ai

)
aν1−1

1 . . . aνn−1
n

[
∑
aiAi]

∑
νi

(14.58)

We now change once more variables to

an =
x

1− x

∑n−1
i=1 aiAi
An

, (14.59)

and perform the integration over x, which ranges from 0 to 1. The result is

rhs of Eq. (14.53) =
1

Aνnn
×

× Γ (ν1 + . . . νn−1)

Γ(ν1) . . .Γ(νn−1)

∫ 1

0

dx1 . . . dxnδ

(
1−

∑
i

xi

)
xν1−1

1 . . . xνn−1
n

[
∑
xiAi]

∑
νi

(14.60)

We have now factorized the term 1/Aνnn out of an integral, which is now cast in the same
form as the original but with n − 1 Feynman parameters. Obviously, we can repeat the
same procedure as many times as needed in order to factorize all 1

A
νi
i

terms, as in the lhs

of Eq. 14.53.
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Chapter 15

Quantum Electrodynamics

One of the most amazing successes of Quantum Field theory, is the precision in which it
describes the interaction of radiation and matter. The rules governing these interactions
are very simple, and are given by the theory of Quantum Electrodynamics (QED). What
is also astonishing, emerges naturally by combining two very simple principles: sym-
metry and locality. The QED Lagrangian is symmetric under phase-redefinitions (U(1)
transformations) of the electron field which are local, i.e. we can choose the symmetry
transformation parameters differently at each space-time point.

Local symmetry transformations govern all quantum field theories, QED, QCD and
the Standard Model of electroweak interactions, which describe the three forces of nature
other than gravity. These theories describe physical phenomena extremely well within
the experimentally accessible accuracy.

15.1 Gauge invariance

We consider a free electron field:

L = ψ̄(x) (i6∂ −m)ψ(x). (15.1)

As we have discussed already, this Lagrangian is invariant under a U(1) transformation,

ψ(x)→ ψ′(x) = exp(ieθ)ψ(x), (15.2)

if the phase θ is global, i.e. it is chosen to be the same at every point in space-time(
∂θ
∂x

= 0
)
.

Let us now take a bold step and ask whether we can have a a different phase θ at
every space-time point xµ,

U(x) = exp (ieθ(x)) . (15.3)

The Lagrangian is no longer invariant,

ψ̄ 6∂ψ → ψ̄ 6∂ψ + ψ̄e−ieθ
[
6∂eieθ

]
ψ. (15.4)

The problem is that the space-time derivative does not transform simply under the local
U(1) transformation any more,

6∂ψ → eieθ 6∂ψ + something else .
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If we insist on locality, we shall need to modify the derivative so that it transforms more
conveniently. We will look for a new derivative which, under a local U(1) transformation
transforms as:

6Dψ → U(x)6Dψ. (15.5)

The simplest modification we can think of, is to add to the space-time derivative a space-
time function,

∂µ → Dµ = ∂µ + functionµ (15.6)

which transforms in the same way as the space-time derivative under Lorentz transfor-
mations, i.e. it transforms as vector. A function of space-time, in field theory, is nothing
else but a field. We are then proposing to modify the definition of a derivative by adding
to it a vector field. We write a “covariant derivative”,

Dµ = ∂µ − ieAµ(x), (15.7)

where the −ie factor is conventional.
The vector field Aµ(x) must have a very specific trasformation which we can find, in

order for the modified derivative to transform simply. We require that

Dµψ(x)→ D′µψ
′ = U(x)Dµψ

;
(
∂µ − ieA′µ

)
(U(x)ψ) = U(x) (∂µ − ieAµ)ψ

; U(x)∂µψ + [∂µU(x)]ψ − ieA′µU(x)ψ = U(x)∂µψ − ieAµU(x)ψ

; A′µ = Aµ −
i

e
U−1(x)∂µU(x) (15.8)

This is an astonishing result. We find that the vector field transforms as,

A′µ = Aµ + e∂µθ, (15.9)

which is a gauge transformation, the transformation of the photon field. In other words, if
we would like that a Lagrangian of electrons is invariant under local U(1) transformations,
then the same Lagrangian must describe a photon field.

The covariant derivative transforms as:

Dµ → D′µ = ∂µ − ieA′µ

= ∂µ − ie
(
Aµ −

i

g
U−1∂µU

)
= ∂µ − ieAµ − U−1 (∂µU)

= ∂µ − ieAµ + U
(
∂µU

−1
)

= U(x) (∂µ − ieAµ)U−1(x) (15.10)

Therefore:
Dµ → D′µ = U(x)DµU

−1(x) (15.11)

We can now replace the free Lagrangian of the spin-1/2 field with a new Lagrangian
which is symmetric locally,

L = ψ̄ [i 6D −m]ψ

→ ψ̄U−1U [i6D −m]U−1Uψ

ψ̄ [i6D −m]ψ.
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If Aµ is a physical field, we need to introduce a kinetic term in the Lagrangian for it.
We will insist on constructing a fully gauge invariant Lagrangian. To this purpose, we
can use the covariant derivative as a building block. Consider the gauge transformation
of the product of two covariant derivatives:

DµDν → D′µD
′
ν = UDµU

−1UDνU
−1

= UDµDνU
−1.

This is not a gauge invariant object. Now look at the commutator:

[Dµ, Dν ]→
[
D′µ, D

′
ν

]
= U [Dµ, Dν ]U

−1 (15.12)

This is gauge invariant. To convince ourselves we write the commutator explicitly:

[Dµ, Dν ] = (∂µ − ieAµ) (∂ν − ieAν)− [µ↔ ν]

= ∂µ∂ν − ie (∂µAν)− ieAν∂µ − ieAµ∂ν + (ie)2AµAν − [µ↔ ν]

= −ie [∂µAν − ∂νAµ] . (15.13)

Inserting Eq. 15.13 into Eq. 15.12, we find that the commutator of covariant derivatives
(in the abelian case) is gauge invariant. We have also found that it is proportional to the
field strength tensor of the gauge (photon) field:

Fµν =
i

e
[Dµ, Dν ] = ∂µAν − ∂νAµ (15.14)

We now have invariant terms for a Lagrangian with an “electron” and a “photon”
field. The classical Lagrangian for QED reads

L = ψ̄ (i 6D −m)ψ − 1

4
FµνF

µν . (15.15)

This Lagrangian accounts for the majority of the phenomena that we experience in nature.
It is a beautiful synthesis of locality and symmetry!

Exercise: Find the Noether current and conserved charge due to the invariance under
the U(1) gauge transformation of the QED Lagrangian.

15.2 Perturbative QED

Let us take the QED Lagrangian of Eq. 15.15 and substitute the expression for the
covariant derivative. We have,

L = ψ̄ [i 6∂ −m]ψ (free electron field)

+ −1

4
FµνF

µν ( free photon field)

+ eψ̄ 6Aψ (electron-photon interaction)

(15.16)

The last term, which couples the electron and fermion fields, differentiates the QED
Lagrangian from the Lagrangian of two free electron and photon fields. Can we solve the
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energy eigenstates of the QED Hamiltonian? No, unless we resort to perturbation theory.
The strength of the photon-electron interaction is very small. We can consider the last
term a small perturbation, and expand probability amplitudes around e = 0.

For e = 0, we should recover the results from the quantization of the free photon and
free electron fields. We then encounter the same problems as when we quantized the free
electromagnetic field, which required to fix the gauge for the field Aµ. We then add to
the QED Lagrangian a term,

Lgauge−fix = − 1

2ξ
(∂µA

µ)2 . (15.17)

In this way, we can at least be sure that the theory is correctly defined for e = 0. It
is not obvious that this modification will solve the problem of obtaining a consistently
quantized theory at higher orders in perturbation theory. It actually does! But the
justification of this statement will be a very important topic of study in QFTII. As a
primitive diagnostic, we shall consider ξ an arbitrary parameter in our calculations. We
will then check that higher order corrections do not modify it.

We then have,
LQED = Le + Lγ + Lint, (15.18)

with
Le = ψ̄ [i6∂ −m]ψ, (15.19)

Lγ = −1

4
FµνF

µν −
2ξ

(∂µA
µ)2 , (15.20)

and
Lint = eψ̄ 6Aψ. (15.21)

We can develop a similar formalism for perturbation theory as in the case of a scalar
field theory. This leads to the derivation of Feynman rules for S−matrix elements for
QED transition amplitudes. Essentially, we can picture QED processes as photons and
electrons propagating in between interactions, where a photon is absorbed or emitted
by electrons. For every photon absorption or emission we need a factor of e, which
is a number representing the strength of the interaction. We then have to include all
possibilities for a scattering process to happen, with so many interaction vertices as the
maximum order in our perturbative series. The rules are:

• For the propagation of a photon with momentum p, assign the factor

≡ −iD0
µν(p) =

i

p2 + iδ

[
−gµν + (1− ξ) pµpν

p2 + iδ

]
. (15.22)

• For the propagation of an electron, assign the factor

≡ iS0(p) =
i

6p−m+ iδ
. (15.23)

• For photon absorption or emission, assign a factor

− ieγµ (15.24)
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In addition,

• For each loop in a Feynman diagram, we perform an integration over the loop
momentum ∫

ddk

(2π)d
, (15.25)

where d is the dimension.

• For each fermion loop we multiply with a factor

(−1) (15.26)

• We divide each Feynman diagram with a “symmetry factor”, accounting for the
equivalent field permutations.

The LSZ reduction formula is slightly modified for fermions and photons, where the
constants Z̃1/2 are replaced by Z̃1/2 times a “spin factor” which is different from one. For
truncated external lines, we have the rules

• multiply with a factor
ū(p),

for each outgoing fermion,

• a factor
v(p),

for each outgoing anti-fermion,

• a factor
u(p),

for each incoming fermion,

• a factor
v̄(p),

for each incoming anti-fermion,

• and a factor
εµ(p)

for each external photon.

15.3 Dimensional regularization for QED

QED is plagued by divergent loop integrals. We shall use dimensional regularization as
our regularization method. In this Section, we discuss some new features that arise in
dimensional regularization in gauge theories.

First, we consider the QED action integral in arbitrary d dimensions.

S =

∫
ddxLQED. (15.27)
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The action has no mass dimensions,

[S] =
[
ddxLQED

]
= [mass]0 . (15.28)

Since the space-time coordinates have an inverse mass dimension we find that all terms
in the Lagrangian must have mass dimensionality d,

[LQED] = [mass]d . (15.29)

From the kinetic terms of the photon and fermion fields we can determine that their mass
dimensionalities ought to be,[

(∂µAν)
2
]

= [mass]d ; [Aν ] = [mass]
d
2
−1 , (15.30)

and [
ψ̄ 6∂ψ

]
= [mass]d ; [ψ] = [mass]

d−1
2 . (15.31)

From the gauge fixing term, we find that the parameter ξ

[ξ] = [mass]0 , (15.32)

is dimensionless. Finally, the interaction term gives,[
eψ̄ 6Aψ

]
= [mass]d ; [e] = [mass]

4−d
2 . (15.33)

The coupling constant e is a dimensionful parameter in dimensions other than four. In
dimensional regularization, we take

d = 4− 2ε,

which translates into
[e] = [mass]ε . (15.34)

We can then substitute in the Lagrangian and the Feynman rule for photon absorption
or emission,

e→ eµε, (15.35)

introducing an arbitrary mass scale µ in the Lagrangian. Naively, given that we shall
take the ε→ 0 after renormalisation, the arbitrary scale µ seems innocuous. In practice,
we cannot get rid of µ easily, unless we are able to compute the perturbative series at all
orders. Loop integrals will produce poles in ε of the form,

µε

ε
=

1

ε
+ log(µ) +O(ε). (15.36)

The procedure of renormalisation will eliminate the residues of the poles in ε in the
expressions for scattering matrix-elements. However the log(µ) terms can only eliminated
by means of a resummation of all perturbative orders.
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15.3.1 Gamma-matrices in dimensional regularization

How do we treat γ-matrices in dimensional regularization? The prescription that is
followed in conventional dimensional regularization for the Clifford algebra is

{γµ, γν} = 2gµν14×4, (15.37)

where the metric is taken in D = 4− 2ε dimensions,

gµµ = 4− 2ε, (15.38)

and the dimensionality of the gamma matrices is four by four,

tr14×4 = 4. (15.39)

Let us do some simple calculations with this algebra.

γµγµ =
1

2
{γµ, γµ} = gµµ14×4 = (4− 2ε)14×4. (15.40)

Also,

γµγνγµ = {γµ, γν} γµ − γνγµγµ
= 2gµνγµ − (4− 2ε)γν

; γµγνγµ = −2(1− ε)γν . (15.41)

and so on.
A difficulty arises in defining the matrix γ5 in 4− 2ε dimensions. In four dimensions

this is defined as,
γ5 = iγ0γ1γ2γ3. (15.42)

It is often just fine to use a prescription of an anti-commuting γ5,

{γµ, γ5} = 0,

in performing the gamma-matrix algebra for QED amplitudes. But a discussion of this
issue lies beyond the scope of this course.

15.3.2 Tensor loop-integrals

In computing QED scattering amplitude, we need to calculate loop integrals where tensors
of the loop-momentum appear in the numerator. These arise due to the Feynman rule
for the fermion propagator, which is written as

i

6k −m
=
i (γµkµ +m)

k2 −m2
. (15.43)

Particles propagating in loops, called virtual, generate loop-momenta in the numerators
of loop integrands.

At one-loop we can always express tensor integrals in terms of scalar integrals. The
technique is known as Passarino-Veltman technique and we can illustrate it with a couple
of examples. Consider the following tensor one-loop integral,

I [kµ] ≡
∫
ddk

kµ

k2(k + p)2
, (15.44)
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where the +iδ term in the denominator is implicit and we take for simplicity m = 0. The
integrand is a rank one vector in the loop momentum. Due to Lorentz covariance, the
result of the integration will also be a rank one tensor. We can then write,

I [kµ] = Apµ, (15.45)

where on the rhs we have written the most general rank-one tensor that we can construct
from the momenta in the integral other than the loop momentum. The coefficient A is as
yet undetermined. We can express it in terms of integrals which have scalar numerators.
We multiply Eq. 15.45 with pµ and rearrange

A =
1

p2
I [k · p] . (15.46)

Notice that the scalar product in the numerator of the integral above can be expressed
in terms of the denominators of the integral,

k · p =
1

2
(k + p)2 − k2

2
− p2

2
. (15.47)

We then have that,

A =
1

2

[
−
∫
ddk

1

k2(k + p)2
+

1

p2

∫
ddk

1

k2
− 1

p2

∫
ddk

1

(k + p)2

]
. (15.48)

Notice, that we only find integrals with a constant numerator, which is independent of
the loop momentum. The last two integrals are identical, as we can see by performing
the shift k → k + p in one of them. In this particular example, they cancel against each
other, and we have ∫

ddk
kµ

k2(k + p)2
= −p

µ

2

∫
ddk

1

k2(k + p)2
. (15.49)

Consider now a more complicated example,

I [kµkν ] ≡
∫
ddk

kµkν

k2(k + p)2
. (15.50)

The most general rank two tensor that we can write using the external momenta of the
integral is,

I [kµkν ] = A1g
µν + A2

pµpν

p2
. (15.51)

Contracting with gµν and pµpν
p2 , we obtain the system of equations,(

gµνgµν
pµpν

p2 gµν
gµν pµpν

p2
pµpν

p2

pµpν
p2

)(
A1

A2

)
=

(
I [k2]
I[(k·p)2]

(p2)2

)
. (15.52)

In arbitrary dimensions,
gµνg

µν = d = 4− 2ε,

and the above system of equations becomes,(
4− 2ε 1

1 1

)(
A1

A2

)
=

(
I [k2]
I[(k·p)2]

(p2)2

)
. (15.53)
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with a solution, (
A1

A2

)
=

1

3− 2ε

(
1 −1
−1 4− 2ε

)( I [k2]
I[(k·p)2]

(p2)2

)
. (15.54)

The two integrals on the rhs can be expressed in terms of two scalar “master integrals”,

Ia ≡
∫
ddk

1

k2
, (15.55)

and

Ib ≡
∫
ddk

1

k2(k + p)2
. (15.56)

Specifically, we have

I
[
k2
]

=

∫
ddk

k2

k2(k + p)2
=

∫
ddk

1

(k + p)2

=

∫
dd(k + p)

1

(k + p)2
=

∫
ddk

1

k2

= Ia. (15.57)

Ia is a scaleless integral and, as we have discussed, it is zero in dimensional regularization.
We let it as an exercise to prove that

I
[
(k · p)2

]
=
p2

2
Ia +

(p2)2

4
Ib. (15.58)

We can express all one-loop tensor integrals in terms of four master integrals,

MA ≡
∫

ddk

iπ
d
2

1

k2 −m2
1 + iδ

, (15.59)

MB ≡
∫

ddk

iπ
d
2

1

(k2 −m2
1 + iδ) [(k + p)2 −m2

2 + iδ]
, (15.60)

MC ≡
∫

ddk

iπ
d
2

1

(k2 −m2
1 + iδ) [(k + p1)2 −m2

2 + iδ] [(k + p2)2 −m2
3 + iδ]

, (15.61)

and

MD ≡
∫

ddk

iπ
d
2

×

× 1

(k2 −m2
1 + iδ) [(k + p1)2 −m2

2 + iδ] [(k + p2)2 −m2
3 + iδ] [(k + p2)2 −m2

4 + iδ]
.

(15.62)

Exercise: Express the following tensor integrals in terms of master integrals,∫
ddk

kµ

k2 −m2∫
ddk

kµkν

k2 −m2∫
ddk

kµ

(k2 −m2
1) [(k + p)2 −m2

2]∫
ddk

kµkν

(k2 −m2
1) [(k + p)2 −m2

2]

(15.63)
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The above master integrals are known analytically since many years. Their compu-
tation is involved for the general case of arbitrary masses mi and momenta pi. We shall
need the following two special cases,∫

ddk

iπ
d
2

1

k2 −m2
= −Γ(−1 + ε)

(
m2
)1−ε

, (15.64)

and ∫
ddk

iπ
d
2

1

k2(k + p)2
=

cΓ

ε(1− 2ε)

(
−p2

)−ε
, (15.65)

where

cΓ =
Γ(1 + ε)Γ(1− ε)2

Γ(1− 2ε)
. (15.66)

Exercise: Prove the above using the method of Feynman parameters

15.4 The electron propagator at one-loop

We consider now the one-loop correction to the electron propagator which is depicted by
the Feynman diagram of Fig. 15.1. For simplicity, we will set the mass of the electron to

Figure 15.1: The one-loop perturbative correction to the electron propagator

zero me = 0. Following our Feynman rules, this truncated diagram is:

−iΣ1−loop =

∫
ddk

(2π)d
(−ieµεγµ)

i

6k + 6p
(−ieµεγν) (−i)

k2

[
gµν − ξ̄

kµkν
k2

]
= −e2µ2ε

∫
ddk

(2π)d

[
γµ 6kpγµ
k2k2

p

− ξ̄ 6k 6kp 6k
(k2)2k2

p

]
(15.67)

where we have introduced the shorthand notation ξ̄ ≡ 1 − ξ and kp ≡ k + p. We
can simplify the numerator structure with the following gamma-matrix algebra identities
(exercise) such as:

γµ 6kγµ = −2(1− ε)6k, (15.68)

etc. We then find the two tensor integrals which can be reduced to scalar integrals with
the techniques seen earlier in this Chapter:∫

ddk

(2π)d
kµ

k2k2
p

= −p
µ

2

∫
ddk

(2π)d
1

k2k2
p

, (15.69)

∫
ddk

(2π)d
kµ

(k2)2k2
p

= − pµ

2p2

∫
ddk

(2π)d
1

k2k2
p

[
1 +

p2

k2

]
, (15.70)

The two terms in the rhs can be simplified with integration by parts. We have

0 =

∫
ddk

(2π)d
∂

∂kµ
kµ

k2k2
p

;

∫
ddk

(2π)d
p2

(k2)2k2
p

= −(1− 2ε)

∫
ddk

(2π)d
1

(k2)k2
p

. (15.71)
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Therefore, ∫
ddk

(2π)d
kµ

(k2)2k2
p

= −εp
µ

p2

∫
ddk

(2π)d
kµ

k2k2
p

. (15.72)

With the tensor reduction at hand we then easily arrive at:

− iΣ1−loop = e2µ2εξ(1− ε)6p
∫

ddk

(2π)d
1

k2k2
p

(15.73)

Substituting the expression for the master integral, we obtain:

Σ1−loop = − e2

(4π)2

(
−4πµ2

p2

)ε
cΓ

(1− ε)
ε(1− 2ε)

ξ 6p. (15.74)

This expression is divergent in d = 4− 2ε dimensions. Expanding in ε, we obtain:

Σ1−loop = ΣV,1−loop(p
2)6p, (15.75)

with

ΣV,1−loop(p
2) = −

e2

4π

π
(4π)ε e−γε

[
1

4ε
+

1

4
log

(
−µ

2

p2

)
+

1

4
+O(ε)

]
ξ. (15.76)

Notice that the artificial mass µ which we introduced in the Lagrangian to fix the dimen-
sions of the coupling constant in dimensional regularisation combines with the physical
scale p2 in a dimensionless ratio as an argument of a logarithm. To evaluate the logarithm,
we should recall that p2 possesses a small imaginary part p2 + iδ.

15.5 Electron propagator at all orders

We can classify the loop corrections of the electron propagator into two classes of Feyn-
man diagrams: one-particle-irreducible (1PI) and one-particle-reducible. You can see an
example of an one-particle-reducible graph in Fig. 15.2. By removing one line, the graph
separates into two graphs. On the contrary, 1PI Feynman diagrams cannot be reduced

Figure 15.2: An example of an one-particle-reducible graph which contributes to the
electron propagator

into two graphs by removing any of the lines. A sample of 1PI graphs is presented in
Fig. 15.3.

Figure 15.3: Sample of one-particle-irreducible graphs which contribute to the electron
propagator

Let us examine first the sum of all truncated (removing propagators from the external
legs) 1PI Feynman diagrams, which we conventionally denote by −iΣ(p). Obviously, it
is not possible to produce an analytic expression for such a sum of an infinite number of
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graphs. However, we can determine its Lorentz structure as a 4× 4 matrix in spin-space.
Given that

6p2n+1 = (p2)n 6p,
we can only have up to a linear term when expressing Σ as a polynomial in 6p:

Σ(p) = A(p2)1 + ΣV (p2) 6p (15.77)

We can also convince ourselves that the coefficient of the unity A(p2) must vanish in the
limit of a zero electron mass m→ 0. We can isolate this coefficient by taking the trace:

A(p2) =
tr (Σ(p))

4
. (15.78)

Examining the truncated graphs of Fig. 15.3, we notice that they have an even number
of vertices and an odd number of propagators. Each vertex and massless propagator
contribute a single gamma matrix according to the QED Feynman rules. Therefore, the
trace of Σ will always be a sum of traces of an odd number of gamma matrices. This is
zero. To reflect this, we can therefore cast Σ in the form:

Σ(p) = mΣS(p2)1 + ΣV (p2) 6p (15.79)

Note that the functions Σs,ΣV have also an implicit dependence on the mass of the
electron m. In what it follows, we will be interested in their UV divergences. In this
limit, the electron mass can be safely taken to zero (after, of course, we have scaled out
the mass factor m in the unity coefficient of Eq. 15.79).

Let us now represent the 1PI Feynman diagrams as:

= −iΣ(p) (15.80)

The full propagator:

iS(p) ≡
∫
d4xe−ip·x 〈Ω|T ψ̄(x)ψ(0) |Ω〉 , (15.81)

includes includes in addition one-particle-reducible graphs. We can account for all graphs
by considering the following series:

iS(p) = + 1PI +

+

+

1PI 1PI 1PI

1PI 1PI

We can rearrange the above equations as follows:

iS(p) = + 1PI
+

+

+

1PI 1PI

1PI(

)
In the parenthesis, we recognise the original expression for iS(p). Therefore, the electron
propagator iS(p) at all orders can be written in the recursive form:

iS(p) = iS0(p) + iS0(p)(−iΣ(p))iS(p), (15.82)
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where iS0 is the propagator of the free electron field field:

iS0 =
i

6p−m
, (15.83)

and −iΣ(p) is the sum of all one-particle-irreducible (1PI) graphs at all orders. Multi-
plying from the right with the inverse of S and from the left with the inverse of S0, we
then obtain:

S−1(p) = S−1
0 (p)− Σ(p)

= 6p−m− 6pΣV (p2)−mΣS(p2). (15.84)

Inverting the above, we find that

iS(p) =
i

1− ΣV (p2)

1

6p−m 1 + ΣS(p2)

1− ΣV (p2)

(15.85)

or, equivalently,

iS(p) =
i

1− ΣV (p2)

6p+mf(p2)

p2 −m2f 2(p2)
(15.86)

with

f(p2) =
1 + ΣS(p2)

1− ΣV (p2)
(15.87)

Exercise: Show that

ΣS,1−loop(p
2) =

e2

4π

π
(4π)ε e−γε(3 + ξ)

[
1

4ε
+O(ε0)

]
. (15.88)

15.5.1 The electron mass

While the pole of the propagator S0 for a free electron is at p2 = m2, where m is
the electron mass that we inserted in the QED Lagrangian, the location of the pole in
Eq. 15.85 is not at the same point. The physical mass of the electron should actually be
determined from the full propagator, as the solution of the equation:

p2 −m2f 2(p2) = 0. (15.89)

Let us assume that we have solved this equation and found that it is satisfied for p2 =
m2

phys, i.e.

m2
phys −m2f 2(m2

phys) = 0. (15.90)

Substituting the mass m in terms of the physical mass and expanding in p2 −m2
phys we

find that

iS(p) =
1

1− SV (p2 = m2
phys)

i

6p−mphys

+ continuum. (15.91)

We can compare this result with the Källen-Lehmann formula for the electron propagator:

iS(p) = Z̃ψ
i

6p−mphys

+ continuum, (15.92)

from which we obtain that:

Z̃ψ =
1

1− SV (p2 = m2
phys)

. (15.93)

Exercise:Calculate mphys and Z̃ψ through one-loop in perturbation theory. Notice the
divergent structure of the results as ε→ 0.
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15.6 The photon propagator at one-loop

We consider now the one-loop correction to the photon propagator which is depicted by
the Feynman diagram of Fig. 15.4. For simplicity, we will set the mass of the electron to

Figure 15.4: The one-loop perturbative correction to the photon propagator

zero me = 0. Following our Feynman rules, this truncated diagram is:

iΠµν
1−loop = (−1)

∫
ddk

(2π)d
tr

[
i

6k + 6p
(−ieµεγµ)

i

6k
(−ieµεγν)

]
= − (eµε)2

[∫
ddk

(2π)d
(kρ + pρ)kσ
(k + p)2k2

]
tr [γργµγσγν ] (15.94)

The trace of gamma matrices is:

tr [γργµγσγν ] = 4 [gρµgσν − gρσgµν + gρνgσµ] (15.95)

where the indices µ, ν, ρ, σ are d−dimensional with d = 4− 2ε. The tensor loop integral
can be computed with the techniques of the previous section. We find:

Iρσ ≡
∫

ddk

(2π)d
(kρ + pρ)kσ
(k + p)2k2

= − 1

4(d− 1)

{
gρσp

2 + (d− 2)pρpσ
}∫ ddk

(2π)d
1

(k + p)2k2
(15.96)

The expression for the scalar integral has been given in Eq. 15.65. We then find:

Πµν
1−loop = Π1−loop(p

2)
[
p2gµν − pµpν

]
, (15.97)

with

Π1−loop(p
2) = −

e2

4π

π

(
−4πµ2

p2

)ε
cΓ

ε

1− ε
(1− 2ε)(3− 2ε)

(15.98)

We find that the expression has an 1/ε pole and it is therefore divergent in exactly
d = 4 dimensions. Performing an expansion in ε, we find:

Π1−loop(p
2) = −

e2

4π

π
(4π)ε e−γε

[
1

3ε
+

1

3
log

(
−µ

2

p2

)
+

5

9
+O(ε)

]
(15.99)

Finally, we see that the one-loop correction Πµν is proportional to the tensor:

T µν ≡ gµν − pµpν

p2
. (15.100)

This is a simpler structure than the one that we find at the tree-level Feynman rule for
the photon propagator.

=
i

p2

[
−gµν + (1− ξ)pµpν

p2

]
= − i

p2
[T µν + ξLµν ] , (15.101)
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where we find a second tensor:

Lµν ≡ pµpν

p2
, (15.102)

to multiply the gauge fixing parameter ξ. The tensor T µν is “transverse” to the momen-
tum:

T µνpµ = T µνpν = 0. (15.103)

The tensor Lµν is “parallel” to the momentum:

Lµνpµ = pν . (15.104)

The one-loop diagram corrects only the part of the propagator which is transverse, leaving
the gauge-parameter longitudinal part unchanged. As we shall see soon, this observation
is more general and holds at all loop orders.

The tensors T µν , Lµν are projectors. Indeed, we find:

T µνT ρ
ν = T µρ, LµνL ρ

ν = Lµρ, T µνL ρ
ν = 0. (15.105)

We can write any rank two tensor which is made exclusively out of the metric and a
single momentum pµ as:

Xµν = XT (p2)T µν +XL(p2)Lµν . (15.106)

The inverse can be written down easily:(
X−1

)µν
=

1

XT (p2)
T µν +

1

XL(p2)
Lµν . (15.107)

Indeed,

Xµν
(
X−1

) ρ
ν

=
(
XT (p2)T µν +XL(p2)Lµν

)( 1

XT (p2)
T ρ
ν +

1

XL(p2)
L ρ
ν

)
= T µρ + Lµρ = gµρ. (15.108)

15.7 Ward identity∗

Consider the tree-level (i.e. zero loops) electron-electron-photon Green’s function:

q

p p + q

≡ ieεµV
µ

0 = εµ
i

6p+ 6q −m
(−ieγµ)

i

6p−m
(15.109)

where we have truncated the photon external line, but let the electron lines untruncated.
Now, let us replace the polarization vector with the momentum of the photon εµ → qµ.
We find:

−ieqµV µ
0 =

i

6p+ 6q −m
(−ie 6q) i

6p−m

= ie

[
1

6p+ 6q −m
([6p+ 6q −m]− [ 6p−m])

1

6p−m

]
= −ie

[
1

6p+ 6q −m
− 1

6p−m

]
; −ieqµV0 = −e [iS0(p+ q)− iS0(p)] (15.110)
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Graphically, we can represent the above equation as:

q

p p + q

= −
p + q p

−e [ ]

(15.111)

where the filled square at the start of the incoming photon line represents the operation
of substituting the polarisation vector with the momentum vector. This identity has
important consequences at all orders in perturbation theory.

Consider the example of the previous section, the one-loop diagram for the photon
propagator Πµν

1−loop, and contract it with the momentum of the photon qµΠµν
1−loop. We

have found, after an explicit calculation, that qµΠµν
1−loop = 0. We can now elucidate this

result by means of Eq. 15.111. Indeed, we can join together the edges of the electron
lines of both sides of Eq. 15.111 forming one-loop diagrams. In addition, we can attach
a second photon to these loops. The resulting identity is then:q

p p + q
=

−
p + q

p

−e [ ]
q

(15.112)

Notice that the diagrams in the rhs are identical except that the momenta p, p + q cir-
culating in the loops of the rhs differ by a shift. However, the loop momentum p is an
integration variable and we are allowed (at least, in dimensional regularisation) to make
a change p→ p+ q in the first of the two terms in the rhs. With this transformation the
two integrals in the rhs are shown to be identical and cancel. This is an alternative proof
that the one-loop corrections to the propagator cancel.

The generalisation of this identity at higher loop orders is straightforward. The two-
loop 1PI diagrams which contribute to the photon propagator qµΠµν

2−loop are:

iqµΠµν
2−loop =

+ +

(15.113)

We can now apply the identity of Eq. 15.111 for the photon lines which are contracted
by qµ. The result is proportional to the following diagrams:

iqµΠµν
2−loop ∝

+ +

− − −

(15.114)
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The blue dot on a line signifies that the momentum of this propagator is shifted by q with
respect to the analogous propagator in the diagram without any dots. As you notice,
four of these terms cancel in pairs without any further manipulation. The first and the
last term differ by a shift of both the loop momenta by qµ. Therefore, they also cancel
as it can be shown with an appropriate change of variables. We have therefore shown
without performing the loop integrations that

iqµΠµν
2−loop = 0. (15.115)

Exercise: It is not hard to convince yourselves that this result holds at three and higher
loop orders as well:

qµΠµν = 0. (15.116)

Let us now look at the one-loop correction to the three-point function (electron-
electron-photon vertex), substituting the photon polarisation with the momentum εµ →
qµ. Applying the identity of Eq. 15.111, we find that

q

p

p + q

= −
p + q p

−e[ ]
p + q

p + q p
k k + q

p−k
p−k p−k

k + q k

(15.117)

We observe that by replacing the polarisation with the momentum, the 3-point vertex
becomes the difference of propagator diagrams. After cancelations of the type we observed
in Eq. 15.114, we find that a similar result holds for all two-loop vertex diagrams.
Exercise: Prove the following:

+

+

−= −e[ ]
(where we remind that the dot signifies a propagator momentum shifted by q). This
result holds in general. We can write the so called “Ward identity”:

qµ (−ieΓµ) = −ie
[
S−1(p+ q)− S−1(p)

]
(15.118)

where by −ieεµΓµ we denote the untruncated 3-point electron-electron-photon Green’s
function.
for next time:

• show that one can derive many more “Ward identities”
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• Show that replacing the polarisation vector with the momentum for a truncated
Green’s function as it enters in the LSZ formula gives zero:

εµMµ = 0. (15.119)

15.8 Photon propagator at all orders

We are now in a position to determine the functional form of the full photon propagator
at all-loop orders:

− iDµν(p) ≡
∫
d4xe−ip·x 〈Ω|TAµ(x)Aν(0) |Ω〉 . (15.120)

This contains both one-particle-reducible and one-particle-irreducible Feynman diagrams.
Following faithfully the analysis which led to the result of Eq. 15.82, we find in the same
way a recursion formula for the photon propagator:

− iDµν(p) = −iD0
µν(p) + (−iD0

µρ(p))(iΠ
ρσ)(−iDσν(p)). (15.121)

In the above, the propagator of a free photon is given by Eq. 15.22 and Πµν is the sum
of all 1PI graphs at all orders in perturbation theory. We can multiply Eq. 15.121 with
(D−1)

λµ
(D−1

0 )νλ and recast it in the form:(
D−1

)
µν

=
(
D0
)−1

µν
− Πµν . (15.122)

As we have seen in the previous section, Πµν is a transverse tensor:

Πµν = Π(p2)(gµνp2 − pµpν) = Π(p2)p2T µν . (15.123)

Substituting Eq. 15.22 and Eq. 15.123 into Eq. 15.122 and inverting one more time, we
find that the photon propagator at all orders takes the form:

− iDµν(p) = − i

p2

[
T µν

1− Π(p2)
+ ξLµν

]
(15.124)

Notice that there is a pole at p2 = 0. Therefore, the photon mass is zero also when we
included perturbative corrections.
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Chapter 16

Renormalisation of QED

Let us for simplicity work with the QED theory in the case of a massless electron. The
QED Lagrangian in the Lorentz gauge is given in this case by

L = iψ̄ 6∂ψ − 1

4
FµνF

µν − 1

2ξ
(∂µA

µ)2 + eµεψ̄ 6Aψ. (16.1)

This Lagrangian is built out of the requirement of gauge symmetry and the requirement
of not introducing any mass scales (other than the mass of the electron which we set to
zero).

Without spoiling our symmetry principle, we are allowed to redefine multiplicatively
the fields as well as the parameters e,ξ of the Lagrangian:

ψ = Z
1
2
ψ ψ̃, (16.2)

Aµ = Z
1
2
AÃ

µ, (16.3)

e = Z
1
2
α ẽ, (16.4)

ξ = Zξ ξ̃. (16.5)

With these redefinitions, the Lagrangian takes the form:

L = Zψi
¯̃ψ 6∂ψ̃ − ZA

4
F̃µνF̃

µν − ZA

2Zξ ξ̃

(
∂µÃ

µ
)2

+ Z
1
2
αZ

1
2
AZψẽµ

ε ¯̃ψ 6Ãψ̃. (16.6)

Consider now the photon two-point correlation function:

〈Ω|TAµ(x)Aν(0) |Ω〉 = ZA 〈Ω|TÃµ(x)Ãν(0) |Ω〉 (16.7)

Taking the Fourier transform, we obtain:

Dµν(p) = ZAD̃
µν(p), (16.8)

where D̃µν is the propagator for the renormalised field Ãµ. Substituting the result of
Eq. 15.124, we find:

D̃µν =
1/

p2

[
T µν

ZA(1− Π(p2))
+
Zξ
ZA

ξ̃Lµν
]
. (16.9)

The factor 1 − Π(p2) contains infinities in the form of 1/ε poles as we have observed at
the one-loop level (Eq. 15.99). For generic values of ZA, Zξ the expansion in ε of the
expression above would therefore be divergent. Is there an exception to this?

178



Notice, that the 1/ε pole in the expression of Eq. 15.99 has a coefficient which is
independent of p2 and it consists of constants only. This allows us to cancel the infinity
in ZA(1− Π(p2)) with a judicial choice of ZA. Indeed, let us set:

Za = 1 +O(α), (16.10)

and

ZA = 1− α(µR)

π

(
1

3ε

)
+O(α2), (16.11)

where we have defined the renormalised coupling constant α(µR) via:

e2

4π
e−γε(4πµ2)ε = Zα

ē2

4π
e−γε(4πµ2)ε ≡ Zα(α(µR))α(µR)µ2ε

R . (16.12)

The mass parameter µR is an arbitrary “renormalisation scale” which in effect replaces
the scale µ of dimensional regularisation. With these definitions, we find

ZA(1− Π(p2)) = ZA(1− Π1−loop(p
2) +O(α2))

=

(
1− α(µR)

π

(
1

3ε

)
+O(α2)

)
×
(

1 +
αs(µR)

π

[
1

3ε
+

5

9
+

1

3
log

(
−µ

2
R

π2

)]
+O(α2)

)
= 1 +

αs(µR)

π

[
5

9
+

1

3
log

(
−µ

2
R

π2

)]
+O(α2), (16.13)

which is finite. Therefore, there is a photon field redefinition Aµ → Ãµ, with Aµ = Z
1
2
AÃ

µ,
which renders the transverse part of the Ãµ photon propagator (Eq. 16.9) finite. In fact,
given that loop corrections at all orders are transverse and do not change the coefficient
of Lµν in Eq. 16.9, we can guarantee that also the longitudinal part is finite by setting

Zξ = ZA. (16.14)

We can repeat the same process for the electron propagator:

〈Ω|T ψ̄(x)ψ(0) |Ω〉 = Zψ 〈Ω|T ¯̃ψ(x)ψ̃(0) |Ω〉 , (16.15)

which, by taking the Fourier transform, yields

S(p) = ZψS̃(p). (16.16)

As, for the renormalised photon field, we will require that the renormalised electron field
ψ̃ yields a propagator which is free of 1/epsilon divergences. Substituting Eq. 15.85, we
find:

S̃(p) =
1

Zψ (1− ΣV (p2))

1

6p− m̃ZmZψ (1 + ΣS(p2))

Zψ (1− ΣV (p2))

(16.17)

We can fix the factors Zψ, Zm by requiring that the following two quantities are finite:

Zψ
(
1− ΣV (p2)

)
= finite, ZmZψ

(
1 + ΣS(p2)

)
. (16.18)
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We can achieve this by choosing, for example,

Zψ = 1− α(µR)

π

ξ

4ε
+O(α2) (16.19)

and

Zm = 1− α(µR)

π

3

4ε
+O(α2). (16.20)

Finally, the renormalisation constant Zα serves to cancel the UV divergences in the
photon-fermion-fermion vertex. In fact, writing the Ward identity of Eq 15.118 in terms
of renormalised quantities, we have

qµΓµ = Z−1
ψ

[
S̃−1(p+ q)− S̃−1(p)

]
(16.21)

In the rhs, the divergent part is Z−1
ψ (which is a constant independent of pµ, qµ). There-

fore, the combination
ZψΓµ ∼ finite . (16.22)

The physical matrix element for an electron-photon interaction is:

Z̃ψZ̃
1
2
AeΓ

µ = Z̃
1
2
AZ

1
2
α

(
Z̃ψΓµ

)
, (16.23)

where we have included the appropriate factors Z̃ of the LSZ reduction formula of
Eq. 12.81. The factors Z̃ and Z they do not need to be the sama. However, comparing
the general Källen-Lehmann form of the propagator where Z̃ appear and the conditions
we set for determining the corresponding field renormalisation Z, we arrive at the con-
clusion that Z̃ must have the same divergences as Z (exercise). The matrix element of
Eq. 16.23 must be finite in order to make physical sense. Given that the combination(
Z̃ψΓµ

)
is finite, we can achieve this by choosing:

Zα = Z−1
A . (16.24)

We now have to inspect for infinities one-loop matrix-elements with four or more
external particles, as for example in the process e+e− → γγ, etc. Notice, that we have
already determined all Z factors in the renormalised QED Lagrangian of Eq. 16.6. If
we find any infinite matrix elements beyond the ones we have already used to fix the Z
constants, we will not be able to absorb these infinities into a renormalisation without
adding new terms in the Lagrangian. However, in QED, the infinities appear only in the
propagators and the electron-photon vertex. It also turns out that the Z factors suffice
to absorb the infinities at all loop orders and not just the one-loop case that we have
considered here. A proof of the above statements will be the subject of the QFT2 course.

A comment is in order about the choice of the Z constants in Eq 16.11, Eq. 16.14,
Eq. 16.19, Eq. 16.20, Eq. 16.24 and the definition of the coupling constant in Eq. 16.12.
Clearly, these are not unique. We can change any Z by a finite constant,

Z → Z ′ = Z + finite, (16.25)

achieving the same scope of absorbing the infinities from the propagators and the electron-
photon vertex. The choice of finite pieces for the Z factors defines a “renormalisation
sceme”. Our choice corresponds to the “modified minimal subtraction” MSbar renormal-
isation scheme.

180



16.1 Running of the QED coupling constant and the

electron mass∗

Consider Eq. 16.12:
e2

4π
e−γε(4πµ2)ε = Zα(α(µR))α(µR)µ2ε

R . (16.26)

The general structure of the Zα factor through two-loops is:

Zα(α(µR)) = 1− β0

ε

α(µR)

π
+

[
β2

0

ε2
− 1

2

β1

ε

](
α(µR)

π

)
+O(α3) (16.27)

The lhs of the above equation does not depend on the scale µR. Differentiating both sides
of the equation with respect to µR, we must have:

0 =
d

dµ2
R

(
Zα(α(µR))α(µR)µ2ε

R

)
(16.28)

This leads to an equation:
d logα

d log µ2
R

= −ε− β(α(µR)), (16.29)

where the so called “beta” function is given by:

β(α) = β0
α

π
+ β1

(α
π

)2

+ β2

(α
π

)3

+ . . . (16.30)

For the next time:

• To explain: importance of sign of β0

• Plot: alpha as a function of µR for QED

• To explain: why µR corresponds to energy...

• Renormalisation group
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Appendix A

Special Relativity

Special relativity is based on the assumption that the laws of nature are the same for
inertial observers where their co-ordinates are related via Lorentz transformations:

xµ → xµ′ = Λµ
νx

ν + ρµ. (A.1)

where

xµ =


x0

x1

x2

x3

 (A.2)

a “four-vector” comprising space-time coordinates with x0 = ct, ρµ is a constant four-
vector and Λµ

ν satisfies:
Λµ
ρΛ

ν
σgµν = gρσ. (A.3)

The 4× 4 matrix gµν is the so-called metric, defined as:

gµν =


+1, µ = ν = 0,
−1, µ = ν = 1, 2, 3
0, µ 6= ν

(A.4)

In the above we have used Einstein’s summation convention. For example, one would
write explicitly

Λµ
νx

ν = Λµ
0x

0 + Λµ
1x

1 + Λµ
2x

2 + Λµ
3x

3. (A.5)

This is a convention that we will use extensively from now on.

A.1 Proper time

Lorentz transformations leave invariant “proper-time” intervals. These are defined as:

dτ 2 ≡ c2dt2 − d~x2 = gµνdx
µdxν . (A.6)

Indeed, in a different reference frame we have from Eq. A.1:

dxµ′ = Λµ
νdx

ν . (A.7)
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A proper-time interval in the new frame is

dτ ′2 = gµνdx
′µdx′ν

= gµν
(
Λµ
ρdx

ρ
)

(Λν
σdx

σ)

=
(
gµνΛ

µ
ρΛ

ν
σ

)
dxρdxσ

= gρσdx
ρdxσ = dτ 2. (A.8)

As a consequence of the invariance of proper-time intervals, the speed of light is the same
in all inertial frames. Indeed, for light we have:∣∣∣∣d~xdt

∣∣∣∣ = c; dτ 2 = c2dt2 − d~x2 = 0 (A.9)

In a new frame,

dτ 2′ = dτ 2 = 0 ;

∣∣∣∣d~x′dt′
∣∣∣∣ = c (A.10)

Lorentz transformations are the only non-singular transformations which preserve
proper-time intervals:

dτ 2 = dτ
′2

; gρσdx
ρdxσ = gµνdx

′µdx′ν

; gρσdx
ρdxσ = gµν

∂xµ

∂xρ

∂xν

∂xσ
dxρdxσ, (A.11)

concluding that:

gρσ = gµν
∂xµ

∂xρ

∂xν

∂xσ
. (A.12)

Differentiating with dxε, we obtain:

0 = gµν

[
∂2x′µ

∂xε∂xρ
∂x′ν

∂xσ
+

∂2x′µ

∂xε∂xσ
∂x′ν

∂xρ

]
. (A.13)

To this, we add the same equation with ε ↔ ρ and subtract the same equation with
ε↔ σ. We obtain:

0 = 2gµν
∂2x′µ

∂xε∂xρ
∂x′ν

∂xσ
(A.14)

Assuming that the transformation xµ → x′µ is a well behaved differentiable function and
that the inverse of the transformation also exists,

∂x′µ

∂xσ
∂xσ

∂x′ν
= δµν , (A.15)

we obtain that
∂2x′µ

∂xε∂xρ
= 0. (A.16)

Therefore, the transformation xµ → x′µ ought to be linear:

x′µ = Λµ ν + ρµ. (A.17)
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A.2 Subgroups of Lorentz transformations

The set of all Lorentz transformations

x′µ = Λµ
νx

ν + ρµ. gµνΛ
µ
ρΛ

ν
σ = gρσ (A.18)

form a group (exercise: prove it), which is known as the group of inhomogeneous Lorentz
group or the Poincare’ group. The subset of transformations with ρµ = 0 is known as the
homogeneous Lorentz group.

From
gµνΛ

µ
ρΛ

ν
σ = gρσ

and for ρ = σ = 0, we have:

(Λ0
0)2 −

3∑
i=1

(Λi
0)2 = 1 ; (Λ0

0)2 ≥ 1. (A.19)

Also, in matrix form the definition of the Lorentz transformation becomes:

g = ΛTgΛ ; det g = det(ΛTgΛ) ; (det Λ)2 = 1. (A.20)

The subgroup of transformations with

det Λ = 1, Λ0
0 ≥ 1,

which contains the unity 1 = δµν , is known as the proper group of Lorentz transformations.
All other transformations are known as improper Lorentz transformations. It is impossible
with a continuous change of parameters to change

det Λ = 1→ det Λ = −1 or Λ0
0 ≥ 1→ Λ0

0 ≤ −1.

Improper Lorentz transformations involve either space-reflection (det Λ = −1,Λ0
0 ≥ 1)

or time-inversion (det Λ = 1,Λ0
0 ≤ −1) or both (det Λ = −1,Λ0

0 ≤ −1).
Proper homogeneous or inhomogeneous Lorentz transformations have a further sub-

group: the group of rotations,

Λ0
0 = 1, Λi

0 = Λ0
i = 0, Λi

j = Rij, (A.21)

with
detR = 1, RTR = 1. (A.22)

Thus, for rotations and translations (xµ → x′µ = xµ + ρµ) Lorentz transformations are
no different than Galilei transformations.

A difference with Galilei transformations arises in boosts. Assume a reference frame
O in which a certain particle appears at rest, and O′ a reference frame where the particle
appears to move with a velocity ~v. Space-time intervals in the two frames are related via

dx′µ = Λµ
νdx

ν = Λµ
0cdt, (A.23)

given that d~x = 0 in the frame O. For µ = 0, this equation gives

dt′ = Λ0
0dt. (A.24)
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For µ = i = 1, 2, 3 we have:
dx′i = Λi

0cdt (A.25)

Dividing the two, we have

vi ≡ dx′i

dt′
= c

Λi
0

Λ0
0

; Λi
0 =

vi

c
Λ0

0. (A.26)

From
gµνΛ

µ
ρΛ

ν
σ = gρσ

and for ρ = σ = 0, we have:

(Λ0
0)2 − (Λi

0)2 = 1

; Λ0
0 = γ =

(
1− ~v2

c2

)− 1
2

. (A.27)

and thus

Λi
0 = γ

vi

c
. (A.28)

The remaining components are not determined uniquely by knowing the velocity ~v of the
particle. Indeed, two Lorentz transformations

Λµ
ν and Λµ

ρR
ρ
ν

where R is a rotation, boost a particle to the same velocity. For coordinate systems O
and O′ with parallel axes we find that (exercise)

Λi
j = δij +

vivj

v2
(γ − 1) (A.29)

and

Λ0
j = γ

vj

c
. (A.30)

A.3 Time dilation

Consider an inertial observer O which looks as a clock at rest. Two ticks of the clock
correspond to a space-time interval

d~x = 0, dt = ∆t. (A.31)

The proper time interval is

dτ = (c2dt2 − d~x2)
1
2 = c∆t. (A.32)

A second observer sees the clock with velocity ~v. Two ticks of the clock define a
space-time interval

dt′ = ∆t′, d~x′ = ~vdt′. (A.33)

The proper-time interval in the new frame is:

dτ ′ = (c2dt′2 − d~x′2)
1
2 = c∆t′

√
1−

∣∣∣∣ d~x′cdt′

∣∣∣∣2 = c∆t′
√

1− ~v2

c2
. (A.34)

The proper-time is invariant under the change of inertial reference frames. Thus we
conclude that

∆t′ =
∆t√
1− ~v2

c2

= γ∆t (A.35)
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A.4 Doppler effect

Take our clock to be a source of light with a frequency

ω =
2π

∆t
.

For an observer where the light-source is moving with velocity ~v this time interval is
measured to be

dt′ = γ∆t.

In the same period, the distance of the observer from the light source increases by

vrdt
′

where vr is the component of the velocity of the light-source along the direction of sight of
the observer. The time elapsing between the reception of two successive light wave-fronts
from the observer is

cdt0 = cdt′ + vrdt
′. (A.36)

The frequency measured by the observer is

ω′ =
2π

dt0
=

√
1− v2

c2

1 + vr
c

ω. (A.37)

If the light-source is moving along the line of sight, vr = v, we have

ω′ =

√
1− v

c

1 + v
c

ω. (A.38)

If the light-source moves away from the observer, vr > 0, the frequency decreases and the
light appears to be more red (red shift). If the source moves towards the observer, the
frequency increases (violet shift).
Exercise: Calculate the angle of the direction of motion of the light-source with respect
to the line of sight of the observer for which there is no shift in the frequency.

For an application of the Doppler effect in cosmology, read about Hubble’s law.

A.5 Particle dynamics

How can we compute the force of a particle which moves with a relativistic velocity ~v? We
should expect that our classical formulae from Newtonian mechanics need to be modified.
Nevertheless, Newtonian expressions for the force should be valid if a particle is at rest.
We can always change reference frame with Lorentz transformations to bring a particle
at rest and calculate the change in its velocity for a small time interval using Newtonian
mechanics. However, we will need to perform these changes of reference frame at every
small increase of the velocity of the particle during its acceleration due to the force.

In a more elegant solution to the problem, we define a relativistic force acting on a
particle as

fµ = mc2d
2xµ

dτ 2
, (A.39)

186

http://en.wikipedia.org/wiki/Hubble's_law


where m is the mass of a particle 1. If the particle is at rest, the proper-time interval dτ
coincides with the common time-interval dt

dτ = cdt.

Therefore, in the rest frame of the particle, the“space”-components of the force four-
vector become

f irest = m
d2xi

dt2
= F i

Newton, for i = 1, 23, (A.40)

where ~FNewton is the force-vector as we know it from Newtonian mechanics. The “time”
component of the force four-vector vanishes:

f 0
rest = mc

d2t

dt2
= 0. (A.41)

Under a Lorentz transformation, fµ transforms as

fµ = mc2d
2xµ

dτ 2
→ mc2d

2x′µ

dτ 2
= mc2d

2 (Λµ
νx

ν + ρµ)

dτ 2
= Λµ

νmc
2d

2xν

dτ 2
(A.42)

Therefore,
f ′µ = Λµ

νf
ν . (A.43)

The components of fµ transform under Lorentz transformations in exactly the same way
as the components of space-time coordinates. It is therefore a four-vector as well.

For a specific transformation from the rest frame of a particle to a frame where the
particle moves with a velocity ~v, we have

fµ = Λµ
ν(~v)f νrest. (A.44)

where, we have found that,

Λ0
0(~v) = γ =

(
1− ~v2

c2

)− 1
2

, Λi
0(~v) = Λ0

i(~v) = γ
vi

c
.

Λi
j(~v) = δij +

vivj

v2
(γ − 1) (A.45)

Therefore, the force on a moving particle is:

~f = ~FNewton + (γ − 1)
~v
(
~FNewton · ~v

)
v2

, (A.46)

and

f 0 = γ
~v · ~FNewton

c
=
~v

c
· ~f. (A.47)

In Newtonian mechanics, if the force ~F is given, we can compute the trajectory ~x(t)
by solving the second order differential equation:

d2~x

dt2
=

~F (~x, t)

m
. (A.48)

1With mass, we mean the mass of a particle as it is measured in its rest-frame. We will refrain from
using the “relativistic”, velocity dependent, mass.
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Similarly, in special relativity, when the relativistic force fµ is known, the differential
equation A.39 can, in principle, be solved to give the space-time coordinates as a function
of the proper time τ :

xµ = xµ(τ). (A.49)

To calculate the trajectory, we then need to calculate the proper-time in terms of the
time coordinate by inverting

x0 = x0(τ) ; τ = τ(x0), (A.50)

which we can use to cast the space components directly as functions of the time-coordinate.
We should not forget a second constrain that must be satisfied for our solutions xµ(τ),

namely

Ω ≡ gµν
dxµ

dτ

dxν

dτ
= 1. (A.51)

We have for the derivative of Ω with respect to proper-time:

dΩ

dτ
= 2gµν

d2xµ

dτ 2

dxν

dτ
=

2

mc2
gµνf

µdx
ν

dτ
. (A.52)

The rhs is a Lorentz invariant quantity. In a new frame,

gµνf
′µdx

′ν

dτ
= gµν

(
Λµ
ρf

ρ
) (Λν

σdx
σ)

dτ
=
(
gµνΛ

µ
ρΛ

ν
σ

)
fρ
dxσ

dτ
= gρσf

ρdx
σ

dτ
.

We are therefore allowed to compute dΩ
dτ

in any reference frame we wish. Let us choose
the rest frame of the particle, where

xµ = (ct,~0), fµ = (0, ~FNewton).

We obtain:
dΩ

dτ
=

2

mc2

(
f 0dx

0

dτ
− ~f · ~x

)
= 0. (A.53)

Therefore, the quantity Ω is always a constant:

Ω(τ) = constant. (A.54)

If for some initial value τ0 we choose the constant to be one, we will have

Ω(τ) = Ω(τ0) = 1, ∀ τ. (A.55)

Exercise: Calculate the trajectory of a particle on which the four-vector force exerted
is fµ = 0.

A.6 Energy and momentum

We can define a relativistic four-vector analogue of momentum as

pµ = mc
dxµ

dτ
(A.56)
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We have that

dτ =
(
c2dt2 − d~x2

) 1
2 = cdt

[
1−

(
d~x

cdt

)2
] 1

2

= cdt

[
1− ~v2

c2

] 1
2

=
cdt

γ
. (A.57)

Thus, for the time-component (µ = 0) of the four-momentum we have

p0 = mc
dx0

dτ
= mγc. (A.58)

For the space-components (µ = i = 1, 2, 3) we have

pi = mc
dxi

dτ
= mγ

dxi

dt
= mγvi. (A.59)

For small velocities, we can expand the factor γ as

γ =

[
1− v2

c2

]− 1
2

≈ 1 +
1

2

v2

c2
+O

(
v4

c4

)
. (A.60)

Therefore, for small velocities the space-components of the four-momentum become the
classical momentum,

pi ≈ mvi + . . . , (A.61)

while the time-component becomes

p0 ≈ mc+
1

2c
mv2 + . . . (A.62)

In the second term of the above expansion we recognize the kinetic energy 1
2
mv2 of the

particle. We then identify the relativistic energy of a particle with

E = cp0 = mγc2. (A.63)

Eliminating the velocity ~v from Eqs A.59-A.63, we obtain the relation:

E =
√
~p2c2 +m2c4 (A.64)

A.7 The inverse of a Lorentz transformation

Recall the metric matrix
gµν = diag(1,−1,−1,−1) (A.65)

We define an inverse
gµν : gµνgνρ = δµν , (A.66)

where δµν is the Kronecker delta. It is easy to verify that the inverse of the metric is the
metric itself:

gµν = gµν = diag(1,−1,−1,−1). (A.67)

Now consider a Lorentz transformation Λµ
ν , which satisfies the identity:

Λµ
ρΛ

ν
σgµν = gρσ. (A.68)
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We can prove that the matrix
Λ ν
µ ≡ gµρg

νσΛρ
σ (A.69)

is the inverse of Λµ
ν . Indeed

Λµ
λΛ

ν
µ = gµρg

νσΛρ
σΛµ

λ = gσλg
νσ = δλν . (A.70)

If Λµ
ν is a velocity ~v boost transformation of Eq. A.45, then

Λ 0
0 (~v) = γ =

(
1− ~v2

c2

)− 1
2

, Λ 0
i (~v) = Λ i

0 (~v) = −γ v
i

c
.

Λ j
i (~v) = δji +

vivj

v2
(γ − 1) (A.71)

We, therefore have that the inverse of a boost is

Λ ν
µ (~v) = Λµ

ν(−~v), (A.72)

as we also expect physically.

A.8 Vectors and Tensors

It is now time to give officially a definition for vectors in special relativity. We call any
set of four components which transform according to the rule:

V µ → V ′µ = Λµ
νV

ν (A.73)

a contravariant vector. Contravariant vectors transform in the same way as space-time
coordinates xµ do under homogeneous Lorentz transformations.

Not all vectors transform as contravariant vectors. Consider the derivative ∂
∂xµ

. Under
a Lorentz transformation, it transforms as:

∂

∂xµ
→ ∂

∂x′µ
=
∂xρ

∂x′µ
∂

∂xρ
. (A.74)

We have that (
∂xρ

∂x′µ

)(
∂x′µ

∂xν

)
= δρν ;

(
∂xρ

∂x′µ

)
Λµ
ν = δρν . (A.75)

Therefore,
(
∂xρ

∂x′µ

)
is the inverse of a Lorentz transformation Λµ

ν :

∂xν

∂x′µ
= Λ ν

µ . (A.76)

Substituting into Eq. A.74, we find:

∂

∂xµ
→ ∂

∂x′µ
= Λ ρ

µ

∂

∂xρ
. (A.77)

We found that the derivative does not transform according to the Lorentz transforma-
tion but according to its inverse. All vectors which transform with the inverse Lorentz
transformation:

Uµ = Λ ν
µ Uν , (A.78)
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are called covariant vectors.
For every contravariant vector Uµ there is a dual vector

Uµ = gµνU
ν . (A.79)

We can invert the above equation multiplying with gρµ,

gρµUµ = gρµgµνU
ν = δρνU

ν = Uρ. (A.80)

The dual vector Uµ is a covariant vector. Indeed, under a Lorentz transformation we
have

Uµ → U ′µ = gµνU
′ν = gµνΛ

ν
ρU

ρ = gµνΛ
ν
ρg
ρσUσ = Λ σ

µ Uσ. (A.81)

The scalar product of a contravariant and a covariant vector

A ·B ≡ AµBµ = AµB
µ = gµνA

µBν = gµνAµBν (A.82)

is invariant under Lorentz transformations. Indeed,

A ·B → A′ ·B′ = A′µB′µ = Λµ
ρA

ρΛ σ
µ Bσ = δσρA

ρBσ = AρBρ = A ·B. (A.83)

Let us define for short:

∂µ ≡
∂

∂xµ
, (A.84)

and the dual contravariant vector:

∂µ =
∂

∂xµ
= gµν∂ν . (A.85)

The D’ Alembert operator is the scalar product:

2 ≡ ∂2 ≡ ∂µ∂
µ =

1

c2

∂2

∂t2
−∇2. (A.86)

Due to it being a scalar product, the D’Alembert operator is invariant under Lorentz
transformations.

Finally, we define a tensor with multiple “up” and/or “down” indices to be an object

T µ1µ2...
ν1ν2...

(A.87)

which transfroms as:

T µ1µ2...
ν1ν2...

→ Λµ1
ρ1

Λµ2
ρ2
. . .Λ σ1

ν1
Λ σ2
ν2
. . . T ρ1ρ2...

σ1σ2...
(A.88)

A.9 Currents and densities

Consider a set of particles {n} with charged qn at positions ~rn(t). The charge and current
density are

ρ(~x, t) =
∑
n

qnδ(~x− ~rn(t)), (A.89)

~j(~x, t) =
∑
n

qn
d~rn(t)

dt
δ(~x− ~rn(t)) =

∑
n

qn
d~x

dt
δ(~x− ~rn(t)), (A.90)
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Recall now that for the vector xµ = (ct, ~x), we have

dxµ

dt
=

d

dt
(ct, ~x) =

(
c,
d~x

dt

)
. (A.91)

We can then combine the charge and current densities into one object:

jµ ≡
(
cρ,~j

)
(A.92)

with

jµ(~x, t) =
∑
n

qn
dxµ

dt
δ(~x− ~rn(t)), (A.93)

We can now cast jµ in a form which manifestly shows that it is a contravariant four-
vector. First, we define a delta function in four dimensions as

δ (xµ − yµ) = δ(x0 − y0)δ(~x− ~y) =
1

c
δ(tx − ty)δ(~x− ~y). (A.94)

Notice that the δ−function of a four-vector is a scalar. Under a Lorentz transformation,

δ (Uµ)→ δ (U ′µ) = δ (Λµ
νU

ν) =
δ(Uν)

|det Λ|
= δ(U ν). (A.95)

With the use of the delta-function, we can write the current-density four-vector of
Eq. A.93 as an integral

jµ(~x, t) =
∑
n

qn

∫
dt′
dxµ

dt′
δ(~x− ~rn(t))δ(t′ − t) = c

∑
n

qn

∫
dt′
dxµ

dt′
δ(xµ − rµn(t)), (A.96)

where
xµ ≡ (ct′, ~x), rµn(t) ≡ (ct, ~rn(t)).

Now, we change integration variables from t′ → τ . Recall that

dt′ =
dτ

c
γ. (A.97)

Then, we have

jµ(~x, t) = c
∑
n

qn

∫
dτ
dxµ

dτ
δ(xµ − rµn(τ)), (A.98)

which shows manifestly that jµ transforms as dxµ

dτ
and it is therefore a contravariant

four-vector.
We have already shown that charge-conservation implies the continuity equation

∂ρ

∂t
+ ~∇ ·~j = 0. (A.99)

In relativistic notation, the continuity equation takes the more elegant form:

∂µj
µ = 0 (A.100)
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A.10 Energy-Momentum tensor

Consider a collection of particles {n} at positions ~rn(t). The energy density is:

energy density =
∑
n

En(t)δ(~x− ~rn(t)) (A.101)

Changes in the energy density result to a “energy-current density”:

energy current density =
∑
n

En(t)
d~rn
dt
δ(~x− ~rn(t)). (A.102)

As with the charge density and its current-density of the last section, we can combine
the two together into a single object:∑

n

En(t)
drνn
dt
δ(~x− ~rn(t)). (A.103)

Similarly to the energy, the density/current-density for the components of the three-
dimensional momentum are:∑

n

pin(t)
drνn
dt
δ(~x− ~rn(t)), i = 1, 2, 3. (A.104)

Collectively, we can form the so called “energy-momentum tensor” which encompasses
the density and current-density for all components of the four-momentum:

T µν ≡
∑
n

pµn
drνn
dt
δ(~x− ~rn(t)) (A.105)

or, in the equivalent form:

T µν =
∑
n

∫
dτpµn

dxνn
dτ

δ(xρ − rρn(τ)). (A.106)

From the last equation, we can see manifestly that this object is justifiably called a tensor
since it transforms as the product of two four-vectors under Lorentz transformations:

T ′µν = Λµ
ρΛ

ν
σT

ρσ (A.107)

The energy momentum tensor is symmetric:

T µν = T νµ. (A.108)

To verify this, we recall that

pνn = mn
drνn
dτ

= mnγ
drνn
dt

= En
drνn
dt
. (A.109)

The energy momentum tensor takes then the explicitly symmetric form:

T µν ≡
∑
n

pµnp
ν
n

En
δ(~x− ~rn(t)). (A.110)
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For the charge-density four-vector, we have found a continuity identity

∂µj
µ = 0.

This was a consequence of the conservation of charge. If the total energy and momentum
of the system of particles is conserved, we anticipate a similar continuity identity for the
energy-momentum tensor:

∂νT
µν = 0.

We have:

∂iT
µi =

∑
n

pµn
drin
dt

∂

∂xi
δ (~x− ~rn)

= −
∑
n

pµn
drin
dt

∂

∂rin
δ (~x− ~rn)

= −
∑
n

pµn
∂

∂t
δ (~x− ~rn)

= − ∂

∂t

∑
n

pµnδ (~x− ~rn) +
∑
n

∂pµn
∂t

δ (~x− ~rn)

= − ∂

∂t
T 00 +

∑
n

∂pµn
∂t

δ (~x− ~rn) . (A.111)

In the above we have used that

∂xδ(x− y) = 2π∂x

∫ ∞
−∞

dwe−iw(x−y) = −2iπ

∫ ∞
−∞

dwwe−iw(x−y)

= −2π∂y

∫ ∞
−∞

dwe−iw(x−y) = −∂xδ(x− y). (A.112)

We have therefore arrived to the equation

∂νT
µν = Gµ, (A.113)

where

Gµ =
∑
n

∂pµn
∂t

δ (~x− ~rn) =
∑
n

∂τ

∂t
fµn (t)δ (~x− ~rn) (A.114)

is the “density of force”.
For free particles, where the energy and momentum of all particles separately is con-

served pµn = constant, the energy-momentum tensor satisfies the continuity equation:

∂νT
µν = 0. (A.115)

The energy momentum tensor is also conserved if the particles interact only at the points
where they collide with each other. In that case, the force density is

Gµ =
∑
n

∂pµn
∂t

δ (~x− ~rn)

=
∑
coll.

δ(~x− ~xcoll(t))
d

dt

∑
n∈coll.

pµn(t). (A.116)

194



We have grouped the sum over all particles contributing to the force density according to
the collision points that they meet at. In each collision point, the sum of the momenta
of the colliding particles is conserved

d

dt

∑
n∈coll.

pµn(t) = 0 ; ∂νT
µν = 0. (A.117)

If the continuity equation is satisfied, then

0 = ∂νT
µν

; 0 = ∂0T
µ0 + ∂iT

µi

; 0 = ∂0

∫
d3~xT µ0 +

∫
d3~x∂iT

µi

0 = ∂0

∫
d3~xT µ0 (A.118)

which means that the vector

P µ ≡
∫
d3~xT µ0 = constant (A.119)

is conserved. We find that the conserved vector is the sum of all the total four-momentum
of the particles in the distribution:

P µ =
∑
n

∫
d3~xpµnδ(~x− ~rn(t)) =

∑
n

pµn. (A.120)

A.11 Relativistic formulation of Electrodynamics

From now on we will set ε0 = c = 1. It will be easy to restore the full dependence on
these constants with dimensional analysis when necessary. Maxwell equations are

~∇ · ~E = ρ (A.121)

~∇× ~E +
∂ ~B

∂t
= 0 (A.122)

~∇ · ~B = 0 (A.123)

~∇× ~B − ∂ ~E

∂t
= ~j (A.124)

(A.125)

We construct an “electromagnetic field tensor” F µν from the components of the electric
~E ≡ (E1, E2, E3) and magnetic field ~B ≡ (B1, B2, B3) as:

F 0i = −Ei, F ij = −εijkBk, F µν = −F νµ. (A.126)
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(we use ε123 = +1)
Explicitly,

F µν =


0 −E1 −E2 −E3

E1 0 −B3 B2

E2 B3 0 −B1

E3 −B2 B1 0

 (A.127)

Conversely, If the tensor F µν is given, we can obtain the magnetic field via (exercise):

Bi = −1

2
εijkF

jk. (A.128)

Exercise: What is the covariant tensor Fµν in matrix form?
Exercise: Write the matrix:

F̃µν = εµνρσF
ρσ. (A.129)

Exercise: Prove that:

− 1

4
FµνF

µν =
~E2 − ~B2

2
, εµνρσF

µνF ρσ = 8 ~E · ~B. (A.130)

As we have already noted, the charge and current densities form a four-vector:

jµ = (ρ,~j).

We can observe that two of Maxwell equations can be combined into one:

∂νF
νµ = jµ. (A.131)

Indeed, for µ = 0, we have

∂0F
00 + ∂iF

i0 = j0 ; ~∇ · ~E = ρ.

For µ = i = 1, 2, 3 we have

∂0F
0i + ∂jF

ji = ji ; −∂0E
i + εijk∂jB

k = ji ; ~∇× ~B − ∂ ~E

∂t
= ~j.

The remaining two Maxwell equations tell us, as we have found earlier, that we can derive
the electric and magnetic fields by means of the scalar and vector potential φ, ~A, via

~E = −~∇φ− ∂ ~A

∂t
, ~B = ~∇× ~A. (A.132)

We can combine the scalar and vector potential into a single four-vector:

Aµ ≡ (φ, ~A) = (φ,A1, A2, A3). (A.133)

Then, the above equations take the elegant form:

F µν = ∂µAν − ∂νAµ. (A.134)

Indeed, for µ = 0, ν = i = 1, 2, 3 we have

F 0i = ∂0Ai − ∂iA0 ; − ~E =
∂ ~A

∂t
+ ~∇φ
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For µ = i, ν = j, i, j = 1, 2, 3 we have

F ij = ∂iAj − ∂jAi ; −1

2
εijkF

ij = εijk∂iA
j ; ~B = ~∇× ~A.

It is now straightforward to prove the following identities (exercise):

εµνρσ∂νFρσ = 0 (A.135)

∂µFνρ + ∂νFρµ + ∂ρFµν = 0. (A.136)

Substituting Eq. A.134 into Eq. A.131 we find

∂2Aν − ∂ν(∂µAµ) = jν . (A.137)

Explicitly, for ν = 0 and ν = i = 1, 2, 3 we recover the known differential equations for
the scalar and vector potentials respectively:

2φ− ∂

∂t

(
~∇ · ~A+

∂φ

∂t

)
= ρ, (A.138)

2 ~A+ ~∇
[
~∇ · ~A+

∂φ

∂t

]
= ~J. (A.139)

The property of gauge invariance becomes more elegant as well in relativistic nota-
tion. The gauge transformations of the vector and scalar potentials which leave Maxwell
equations invariant are written as:

Aµ → A′µ = Aµ + ∂µχ, (A.140)

where χ is a scalar function. Indeed, under a gauge transformation the electromagnetic
field tensor remains invariant:

Fµν → ∂µ(Aν + ∂νχ)− ∂ν(Aµ + ∂µχ) = ∂µAν − ∂νAµ = Fµν . (A.141)

The Lorentz gauge-fixing condition

~∇ · ~A+
∂φ

∂t
= 0 (A.142)

can be written simply as
∂µA

µ = 0. (A.143)

In the Lorentz gauge, Maxwell equations for the four-vector potential become:

∂2Aµ = jµ. (A.144)

Earlier, we have found that the vector and scalar potential can be computed via

φ(~r, t) =

∫ ∞
−∞

d3~r′dt′G (~r − ~r′; t− t′) ρ(~r′, t′) (A.145)

and
~A(~r, t) =

∫ ∞
−∞

d3~r′dt′G (~r − ~r′; t− t′)~j(~r′, t′) (A.146)
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where the Green’s function can be written in the form:

G(∆~r,∆t) =
1

2π
δ
(
∆t2 −∆~r2

)
Θ(∆t > 0). (A.147)

In relativistic notation, the solutions for the four-vector potential take the form:

Aν(xµ) =
1

2π

∫
d4x′jν(x′µ)δ

(
(x′µ − xµ)2

)
Θ
(
x0 > x′0

)
. (A.148)

The electromagnetic force acting on a particle with a charge q is:

fµ = qF µν dxν
dτ

. (A.149)

Indeed, in the rest frame of the particle dτ = dt, d~x = 0, we get

fµrest = qF µ0 ; f 0
rest = 0, ~frest = q ~E. (A.150)

Since our expression for the electromagnetic force is correct in one reference frame, it
should hold in every inertial reference frame due to it being written as an equation of four-
vectors. In a frame where the charge is moving with a velocity ~v, the three-dimensional
force is:

f i = qF i0dx
0

dτ
− qF ij dx

j

dτ
= qγ

(
Ei + εijkB

kvj
)

; ~f = qγ
(
~E + ~v × ~B

)
. (A.151)

Recall that
~f =

d~p

dτ
= γ

d~p

dt
. (A.152)

We therefore have recovered our familiar expression for Lorentz’ force:

d~p

dt
=
(
~E + ~v × ~B

)
. (A.153)

A.11.1 Energy-Momentum Tensor in the presence of an elec-
tromagnetic field

Consider a number of charges qn which interact via the electromagnetic field. The energy-
momentum tensor is not conserved:

∂νT
µν = Gµ (A.154)

where the force density is given by

Gµ =
∑
n

∂τ

∂t
fµn (t)δ (~x− ~rn)

=
∑
n

∂τ

∂t
qnF

µ
ν

drνn
dτ

δ (~x− ~rn)

= F µ
ν

∑
n

qn
drνn
dt
δ (~x− ~rn)

= F µνjν . (A.155)
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Consider the tensor

T µνem ≡ F µ
ρF

ρν +
1

4
gµνFρσF

ρσ. (A.156)

This tensor is explicitly

• symmetric

• gauge-invariant.

The components of the tensor are (exercise):

T 00
em =

~E2 + ~B2

2
, T 0i

em = T i0em = ( ~E × ~B)i (A.157)

Exercise: Find the remaining components.
We find

∂νT
µν
em = ∂ν

{
F µρF ν

ρ +
gµν

4
FρσF

ρσ

}
= F µρ∂νF

ν
ρ + (∂νF µρ)Fρν +

1

2
Fρσ∂

µF ρσ

= −F µρjρ +
1

2
(∂νF µρ − ∂ρF µν)Fρν +

1

2
Fρσ∂

µF ρσ

= −F µρjρ +
1

2
(∂σF µρ + ∂µF ρσ + ∂ρF σµ)Fρσ (A.158)

which, due to Eq. A.136, yields:

∂νT
µν
em = −F µνjν . (A.159)

T µνem is purely electromagnetic. While neither T µν nor T µνem satisfy a continuity equation,
but their sum

Θµν ≡ T µν + T µνem =
∑
n

pµnp
ν
n

En
δ(~x− ~rn(t)) + F µρF ν

ρ +
gµν

4
FρσF

ρσ. (A.160)

does:
∂νΘ

µν = 0. (A.161)

From the continuity equation, we obtain that there is a conserved four-vector:

∂tP
µ ≡ ∂t

∫
d3~xΘµ0 = −

∫
d3~x∂iΘ

0i = − Θ0i
∣∣
∞ = 0. (A.162)

The conserved vector is:

P µ =

∫
d3~xΘµ0 =

∑
n

pµn +

∫
d3~xT µ0

em. (A.163)

The four-momentum of the charges

P µ
charges =

∑
n

pµn (A.164)
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is not conserved on its own. Some momentum

P µ
em =

∫
d3~xT µ0 (A.165)

is also carried by the electromagnetic field itself. This is not conserved either. Momentum
can be exchanged between the charges and the field, however this is done in such a way
so that the total momentum is always the same:

P µ = P µ
charges + P µ

em = constant. (A.166)

The time-component of the four-vector is the total energy. The energy stored in the
electromagnetic field is:

Eem =

∫
d3~xT 00

em. (A.167)

Therefore, the energy density w of the electromagnetic field is:

w = T 00
em =

~E2 + ~B2

2
, EM field energy density. (A.168)

Similarly, we find that the three-momentum density ~S of the electromagnetic field is:

~S = T 0i
em = T i0em = ( ~E × ~B)i EM field momentum density. (A.169)

The vector
~S ≡ ~E × ~B, (A.170)

is known as the Poynting vector.
Setting µ = 0 in Eq. A.159 we have

∂0T
00 + ∂iT

i0 = −F 0iji, (A.171)

and equivalently,
∂w

∂t
+ ~∇ · ~S = − ~E ·~j. (A.172)
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