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We explore the microwave radiation emitted from a biased double quantum dot due to the inelastic
tunneling of single charges. Radiation is detected over a broad range of detuning configurations between
the dot energy levels, with pronounced maxima occurring in resonance with a capacitively coupled
transmission line resonator. The power emitted for forward and reverse resonant detuning is found to be in
good agreement with a rate equation model, which considers the hybridization of the individual dot charge
states.
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The electronic properties of semiconductor nanostruc-
tures have been widely studied using transport measure-
ments [1]. More recently, the use of radio and microwave
frequency measurement techniques has enabled and stimu-
lated a new generation of experiments [2–4], mostly with
superconducting qubits. In similar device geometries, the
coupling of double quantum dots in carbon nanotubes [5],
gate-defined GaAs heterostructures [6,7], InAs nanowires
[8], and graphene [9] to GHz frequency coplanar wave-
guide resonators has been explored. Earlier experiments
have investigated photon emission and lasing effects in
superconducting circuits [10,11]. More recently, experi-
ments studied photon emission from biased double quan-
tum dots. Gain and micromaser action have been predicted
[12] and observed by pumping a single microwave reso-
nator mode [13,14].
Here, we experimentally explore inelastic tunneling in a

semiconductor double quantum dot capacitively coupled to
a transmission line resonator by detecting the microwave
radiation emitted in the process. The detection of the weak
microwave signals is facilitated by the use of near-
quantum-limited parametric amplifiers [15,16]. Previous
experiments on quantum dots coupled to microwave
resonators [5–9] detected mostly polarizability, allowing
us to extract charge stability diagrams. Here, we demonstrate
that the level separation of hybridized states in a double
quantum dot, if on resonance with the microwave resonator,
can be investigated with high precision by directly detecting
inelastic transitions. In particular, the tunneling rates, which
are typically difficult to measure in pure dc transport
experiments, are directly reflected in the power of the
respective emitted microwave radiation. Future options
include the possibility to characterize the classical and
quantum properties of radiation emission from semiconduc-
tor nanostructures at microwave frequencies using correla-
tion function measurements [17] or state tomography [18].
The hybrid device explored in our experiments is

realized by capacitively coupling a gate-defined double
quantum dot to an on-chip superconducting coplanar

waveguide resonator (Fig. 1). The gate structure depicted
in Fig. 1(b) is patterned on top of a GaAs=AlGaAs
heterostructure with a two-dimensional electron gas
(2DEG), 90 nm below the surface. The quantum dots
are formed by negatively biasing the top gates. The left and
right plunger gates (LPG, RPG) control the electrochemical
potentials (ϵL; ϵR) of the electrons in the respective dots and
thereby the detuning energy δ ¼ ϵL − ϵR between the dot
levels. The center gate is used to adjust the interdot tunnel
coupling energy t. The tunnel coupling leads to a hybridi-
zation of the left and right dot states. The resulting bonding
and antibonding states form a two-level system with an
energy separation hνq ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2tÞ2 þ δ2

p
, where h is Planck’s

constant and νq denotes the transition frequency of the
charge qubit [19].
The 200-nm-thick Al coplanar waveguide resonator has a

bare resonance frequency of ν0 ¼ 6.852GHz (28 μeV=h)
and a loaded quality factor of 2058. The center conductor of
the resonator extends to the left dot, forming the plunger gate
shaded in orange, which mediates dipole coupling between
double quantum dot and resonator [Fig. 1(c)] [6,7]. The
sample is similar to the devices presented in Refs. [6,20].
We first characterize the properties of the coupled

system in microwave transmission measurements as
described in Ref. [6]. This yields all parameter values
relevant for the analysis of the photon emission data
presented subsequently. A microwave tone of constant
frequency νr set to the bare cavity frequency ν0 is
transmitted through the resonator. The output field is first
amplified by a Josephson parametric amplifier [21] pro-
viding quantum-limited amplification [15,16]. A high
electron mobility transistor amplifier provides a second
amplification stage before the signal is mixed with a local
oscillator microwave tone. The signal is subsequently
digitally down-converted and processed with a field-
programmable gate array, giving access to its amplitude
A and phase ϕ [Fig. 1(c)] [2].
Charge delocalization between the dots leads to a

dispersive frequency shift of the cavity seen as a change
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in phase Δϕ of the transmitted tone, as plotted in Fig. 2(a).
The charge stability regions are indicated together with the
δ axis, along which the detuning between the dots is varied
[22]. In the presented experiments, the number of electrons
in each dot is on the order of 10 as determined by quantum
point contact charge detection [23,24].
The dispersive frequency shift as a function of δ is

measured by recording full transmission spectra. At detun-
ing energies in the vicinity of the qubit-cavity resonance
condition, the resonator frequency is strongly shifted
[Fig. 2(b)]. We calculate the frequency shift numerically
using a Jaynes-Cummings model [25] to extract the reso-
nator-dot coupling strength g, the interdot tunnel coupling
energy t, and the decoherence rate γ. To analyze the
emission experiments performed at different tunnel cou-
pling energies t discussed in the following, we have used a
constant value of g=2π ≈ 11 MHz (see the Supplemental
Material [26]).
With this device, decoherence rates as low as

250� 50 MHz were observed, which is more than an
order of magnitude lower than for previous samples

investigated in our group [6,20] and comparable to the
lowest rates observed in other experiments [7,31,32]. We
attribute the reduced decoherence to a combination of
optimized filtering and a very stable 2DEG. The improve-
ment also manifests itself in a reduced electron temperature
of ∼60 mK as extracted from conductance resonances.
Note that the improved coherence facilitates the emission
experiments presented below.
To study photon emission from the double dot, we apply

a bias of VSD ¼ −200 μV (48 GHz) between source and
drain. The bias is chosen to be smaller than both the
charging energies and the single-particle level spacing to
ensure single-level transport. The charging energy of each
dot is roughly 1 meV (≈200 GHz × h), as extracted from
the stability diagram and, at VSD ¼ −200 μV, transport
measurements show no excited states in the bias window.
The tunnel coupling to the leads, adjusted to ΓL ≈ ΓR ∼
1 GHz, controls the current through the device.
We measure the power spectral density (PSD) of photons

emitted from the cavity [26,33] with the double quantum
dot being the only source of radiation. For detuning values
jδ=hj larger than the resonance frequency, we find a low
photon signal of less than 0.01 Hz−1 s−1 [see purple curve
in Fig. 3(a)]. Close to resonance, the photon signal is
significantly increased to more than 0.06 Hz−1 s−1 (red
curve), corresponding to an average number of 0.015
photons in the resonator extracted from the integrated
PSD. Both data sets fit well to a Lorentzian line shape
(solid lines), taking into account the frequency dependence
of the parametric amplifier gain. The linewidths extracted
from all PSD measurements are identical to the resonator
linewidth κ=2π ¼ 3.3 MHz.

FIG. 2 (color online). (a) Change in phase Δϕ of a constant rf
measurement tone applied to the resonator as a function of left
and right plunger gate voltages in the vicinity of the triple points.
The borders between stable charge configurations with n elec-
trons in the left and m electrons in the right dot are indicated by
dashed lines. The arrow indicates the axis along which the
detuning δ between the dots is varied. A fluctuating background
constant in LPG voltage is subtracted. (b) Associated shift in the
resonance frequency Δν ¼ ν − ν0 against detuning δ. The solid
line is a master equation simulation of a Jaynes-Cummings model
from which the coupling strength g=2π ≈ 13 MHz, decoherence
rate γ=2π ¼ 250 MHz, and tunnel coupling 2t=h ≈ 4.4 GHz are
extracted [6,7].

FIG. 1 (color online). (a) Energy level structure of a double
quantum dot with levels ϵL and ϵR. The dots are tunnel coupled to
source (S) and drain (D) with chemical potentials μS and μD at
rate ΓL and ΓR. The interdot coupling rate is given by t=h. We
consider the creation of photons in a cavity of resonance frequency
ν0 depending on the interdot detuning δ ¼ ϵL − ϵR. In the depicted
situation (δ > 0), the detuning is in the forward direction with
respect to the source-drain bias. (b) Scanning electron micrograph
of the quantum dot structure: center gate (CG), left and right
plunger gate (LPG, RPG), and quantum point contact (QPC). The
LPG shaded in orange capacitively couples the left dot to the
resonator (CLPG). (c) Schematic of sample andmeasurement setup.
A coherent microwave signal (νr) is applied to the resonator. The
output signal passes a circulator and is amplified by a Josephson
parametric amplifier (JPA) and a high electron mobility transistor
(HEMT) amplifier. It ismixedwith a local oscillator signal (νLO) in
a heterodyne detection scheme and processed with a field-
programmable gate array (FPGA).
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We measure the PSD vs detuning δ around the lower
triple point shown in Fig. 2(a). Integrating Lorentzian fits to
the data yields the number of photons emitted from the
cavity per unit of time P. The power P is plotted in Fig. 3(b)
as a function of detuning δ (orange) and compared to the
simultaneously measured source-drain current (blue). We
observe a pronounced resonance in the measured power P
at positive detuning (þδ0) as well as a lower peak at
negative detuning (−δ0). These maxima occur when the
energy released in the interdot transition corresponds to
the resonator frequency (νq ¼ ν0), yielding the resonant
detuning energies,

�δ0 ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðhν0Þ2 − ð2tÞ2

q
: ð1Þ

The background emission power away from the reso-
nances is proportional to the current. We associate it with
combined photon-phonon processes and tunneling proc-
esses between the left or right dot and the continuum of
states in the leads. The proportionality factor is the same for
all measurements and yields a background rate of roughly
1.3 × 10−4 photons emitted from the cavity per transported
electron. This shows that competing relaxation channels for
the qubit, such as phonon emission, are relevant in inelastic

processes even in the presence of the resonator [13,34–36].
Irrespective of the details of the nonradiative relaxation
mechanism, we expect the rate of photon emission into the
resonator to be limited by the ratio of the qubit dephasing
rate to the cavity linewidth κ=γϕ ∼ 0.01.
We investigate emission for interdot tunnel coupling

rates up to 2t=h ¼ 7.4 GHz. Representative examples are
shown in Fig. 3(c). We find that the emission power at −δ0
increases with t, while the separation between the reso-
nances, indicated by vertical dashed lines, decreases. To
analyze the resonances in emission in detail, we subtract the
background signal proportional to the current. A sum of
two Gaussian line shapes is fitted to the resonances
to analyze the maximum power and resonant detuning
[Fig. 3(c)]. We define the zero detuning to be centered
between the resonances. For details of the PSD measure-
ment and the extraction of the tunnel coupling, refer to the
Supplemental Material [26].
The extracted resonant detuning jδ0j=h approaches zero

as 2t approaches hν0 [Fig. 4(a)]. For 2t ≥ hν0, we find a
single resonance [Fig. 3(c)], which decreases in power
and eventually vanishes when t is further increased.
For 2t=h < 4 GHz, the emission power at −δ0 is below
the noise level of our detection system for the chosen
integration time, so that no points can be acquired in this

FIG. 3 (color online). (a) Power spectral density (PSD) of microwave emission measured at the two detuning energies δ indicated by
dashed circles in (b). The extracted linewidth corresponds to the resonator linewidth κ. (b) Plot of the source-drain current (blue, scale on
the right-hand side) and the emission power in units of photons emitted into the cavity per microsecond (orange) against detuning δ.
Each point in emission power is obtained by integrating the respective PSD. (c) Photon emission power measured for the indicated
interdot tunnel rates 2t=h. The background proportional to the current is subtracted and the emission resonances are fitted using a sum of
two Gaussian line shapes to extract the values of resonant detuning and power (sum is the solid orange line; individual line shapes are
dashed gray lines).
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region. The experimental data are well described by Eq. (1)
and deviations lie within the error margins [Fig. 4(a)],
where all parameters are directly determined from the
experiment.
For the negative resonance condition −δ0, the detuning

of the electronic states is reversed with respect to the
source-drain bias [Fig. 4(c)]. In this configuration, transport
is expected to be blocked if the hybridization of the
occupation states jLi; jRi of the left and right dots is not
considered. The hybridized states are given by

jei ¼ cosðθ=2ÞjLi þ sinðθ=2ÞjRi; ð2Þ

jgi ¼ sinðθ=2ÞjLi − cosðθ=2ÞjRi; ð3Þ

where θ is given by tan θ ¼ 2t=δ. Considering the anti-
bonding wave function jei, we find the electron in the left

dot with probability α ¼ cos2ðθ=2Þ, which is a measure of
the hybridization of the qubit states [Fig. 4(c)]. Even for
reverse detuning, electrons can therefore tunnel into the
excited state, leading to photon emission at −δ0.
We find that emission power for forward detuning Pf is

roughly independent of t while photon emission for reverse
detuning Pr increases with t [Fig. 3(c)]. The power ratio
Pr=Pf approaches unity as 2t approaches hν0 and the peaks
merge [Fig. 4(b)].
We model the behavior of the emitted power with

increasing t using a master equation approach. We describe
the system by three possible states: qubit in the excited state
jei (excess electron in antibonding state), qubit in ground
state jgi (excess electron in bonding state), and qubit in state
j0i, which we define as the state with no excess electrons in
the dots. This describes the system around the lower triple
point. For the upper triple point, the third qubit state
corresponds to two extra electrons in the dots leading to
the same result. We arrive at the following rate equation for
the occupation probabilities of the three qubit states [37]:

_p0 ¼ −ΓLp0 þ αΓRpg þ ð1 − αÞΓRpe;

_pg ¼ ð1 − αÞΓLp0 − αΓRpg;

_pe ¼ αΓLp0 − ð1 − αÞΓRpe: ð4Þ

Here, we neglect the relaxation rate γ1 from the excited to
the ground state. This is justified because we estimate
γ1 ≈ 100 MHz [38], which is significantly smaller than
the tunneling rates to the leads ΓL ≈ ΓR. The same holds
for the resonator-dot coupling g ≈ 11 MHz. We confirmed
that including γ1 in the rate equation does not significantly
affect the power ratio even for γ1 ≫ 100 MHz.
Because the resonant emission signal is generated in

transitions from the excited state, we expect the emission
power to be proportional to peðδÞ, which is obtained using
the steady-state condition _p ¼ 0. This yields the emission
power ratio,

Pr

Pf
¼ peð−δ0Þ

peðþδ0Þ
¼ ðhν0Þ2 − 2t2 − hν0δ0

ðhν0Þ2 − 2t2 þ hν0δ0
: ð5Þ

The experimental results are well approximated by this
model [black solid line in Fig. 4(b)]. There is, however, a
systematic deviation, such that the power ratios in all
experimental data are slightly higher than the model
predicts. We can account for this deviation by considering
energy-dependent tunnel rates ΓL and ΓR (see the
Supplemental Material [26]). Note that, as for the resonant
detuning [Fig. 4(a)], there is no free fitting parameter.
In conclusion, we investigated photon emission from a

biased double quantum dot dipole coupled to a microwave
cavity. We clearly distinguish between background emis-
sion and resonant photon emission of the qubit generated in
inelastic interdot transitions. We found photon emission for
both forward and reverse interdot detuning with respect to

FIG. 4 (color online). (a) Resonant detuning jδ0j and (b) power
ratio Pr=Pf as a function of tunnel coupling 2t. The data are
compared to Eqs. (1) and (5) (solid curves). Error bars in jδ0j and
Pr=Pf are determined by fitting error of the Gaussian line shapes
shown in Fig. 3(c); error bars in 2t result from the Jaynes-
Cummings simulations of transmission measurements. (c) Level
diagrams depicting the wave functions of the hybridized dot
states for positive and negative detuning. The dashed black lines
represent the dot energy levels in the left-right (jLi, jRi) basis, the
solid red lines represent the hybridized states, the shaded gray
areas represent the wave functions of the bonding and antibond-
ing states.
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source-drain bias, reflecting the distribution of wave
functions in the hybridized electronic states. We modeled
the results using a master equation approach for the double
quantum dot and found good agreement with the experi-
ment. In future experiments, microwave correlation func-
tion measurements could be used to investigate photon
statistics [17,39]. For the low photon rates we detect from
single-electron interdot transitions in our experiments,
photon antibunching is predicted [40].
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