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Experimental probe of topological orders and edge excitations in the second Landau level
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We measure weak quasiparticle tunneling across a constriction in the second Landau level. At ν = 7/3,
8/3, and 5/2, comparison of temperature and dc bias dependence to weak tunneling theory allows extracting
parameters that describe the edges’ quasiparticle excitations. At ν = 8/3, our results are well described by a
particle-hole conjugate Laughlin state but not compatible with the proposed non-Abelian quasiparticle excitations.
For ν = 5/2, our measurements are in good agreement with previous experiments and favor the Abelian (3,3,1)
or (1,1,3) states. At these filling factors, we further investigate the influence of the backscattering strength on the
extracted scaling parameters. For ν = 7/3, the backscattering strength strongly affects the scaling parameters,
whereas quasiparticle tunneling at ν = 8/3 and 5/2 appears more robust. Our results provide important additional
insight about the physics in the second Landau level and contribute to the understanding of the physics underlying
the fractional quantum Hall states at ν = 7/3, 8/3, and 5/2.
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I. INTRODUCTION

Numerical studies of the fractional quantum Hall (FQH)
states at ν = 7/3 and 8/3 have indicated that these states
might not be well described by the Laughlin wave func-
tion [1–4]. Thus the underlying physics, which creates the
energy gap, might be different for ν = 1/3, 7/3, and 8/3.
Subsequently, alternative wave functions with non-Abelian
quasiparticle (QP) excitations have been proposed for ν =
7/3 and 8/3 [5,6], making these states, along with the 5/2
state [7–10], potentially interesting for topologically protected
quantum operations [11–13].

Most current experimental findings for both the ν = 7/3
and 8/3 states are compatible with non-Abelian candidate
states and a (particle-hole conjugate) Laughlin state. For
instance, local electrometer [14] and shot noise measure-
ments [15,16] suggest a QP charge e∗/e = 1/3. The latter
experiments furthermore show that a neutral mode is present
for ν = 8/3 but absent for ν = 7/3. From activation measure-
ments, the ν = 7/3 and 8/3 states were found to be consistent
with Jain’s noninteracting composite fermion model [17],
hence supporting a (particle-hole conjugate) Laughlin state.
Nevertheless, further experiments are necessary, which allow
a more direct discrimination of the proposed wave functions.

Tunneling experiments employing quantum point con-
tacts (QPCs) [18] or structures made by cleaved-edge over-
growth [19] have been used to study the characteristic
power-law scaling of the chiral Luttinger liquid tunneling
conductance: a ν = 1/3 edge was weakly tunneling-coupled
to another FQH edge or to a bulk metal across vacuum.
Thus measured conductances arose from the tunneling of
electrons [Fig. 1(a), dotted line], which is strongly suppressed
at low temperatures. In the case where counterpropagating
edge states are weakly coupled across a FQH liquid [in the
simplest case without edge reconstruction, Fig. 1(b), dotted
line], QPs tunnel between the edges [20–22]. In contrast to
the previous case, this process is strongly enhanced at low
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FIG. 1. (Color online) Conceptual difference between weak and
strong backscattering [20–22], in the simplest case without edge
reconstruction. (a) For a quantum point contact (QPC) close to
pinch-off, we have strong backscattering and weak electron tunneling
(dotted line). (b) For an open QPC, weak backscattering and weak
quasiparticle tunneling (dotted line) govern the transmission.

T . Weak QP tunneling has been used as a probe for edge
properties of the ν = 5/2 state [23,24]. This situation recently
also has been studied theoretically [25–28]. The dc bias and
temperature dependence of the tunneling conductance across
a QPC was employed to extract the QP charge e∗/e and
the Coulomb interaction parameter g, which describes the
strength of electron-electron interaction in an FQH edge and
reflects the topological order in the bulk [29]. These parameters
characterize the edge excitations of proposed wave functions
for ν = 5/2, 7/3, and 8/3 and hence allow probing the nature
of these states experimentally.

In this paper, we use this technique for the investigation of
the most prominent filling factors of the lower spin branch of
the second Landau level (LL): ν = 7/3, 8/3, and 5/2. To the
best of our knowledge, our results constitute the first detailed
experimental investigation of scaling parameters g and e∗/e for
the 7/3 and 8/3 states.1 We provide a comparison to theoretical
proposals. At ν = 5/2, our extracted scaling parameters are
very similar to those reported earlier [23,24], though measured
in a quantum well with a different growth technique and an
approximately 12% lower electron sheet density. Finally, we

1In Ref. [91], two groups of zero bias peaks were observed for
7/3 < ν < 8/3. These were attributed to ν = 5/2 and ν = 8/3. At
ν = 8/3, the data were not conclusive, whereas for ν = 5/2, similar
conclusions as in Ref. [23] were reached.
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FIG. 2. (Color online) Rdiag [blue (gray)] and Rxy (black) mea-
sured in a Hall-bar geometry (upper inset) as a function of the
magnetic field. Here, −1.65 V have been applied to QPC2 (left inset).
In between integer filling factors, Rdiag � Rxy, indicating a reduced
transmission of the QPC.

study the effect of the backscattering strength of the QPC on
the QP tunneling and the extracted parameters, and investigate
the breakdown of weak QP tunneling.

II. EXPERIMENTAL DETAILS

The measured QPCs are approximately 1.1 μm wide
and are defined by electron-beam lithography and subse-
quent Ti/Au evaporation on photolithographically patterned
high-mobility wafers. These high mobility structures (ns ≈
2.3 × 1011 cm−2,μ ≈ 2.3 × 107 cm2/V s) are optimized for
the observation of the ν = 5/2 state without prior LED illumi-
nation [30]. The 27-nm-wide quantum well lies approximately
200 nm below the surface. A DX doping scheme has been
used. Experiments have been conducted in a cryogen-free
dilution refrigerator, with an electronic base temperature
Tel ≈ 12–13 mK, achieved by low-pass filtering and thermal
anchoring at every temperature stage. The bath temperature
(Tbath ≈ 10 mK) is measured with a SQUID-based noise ther-
mometer, which gives reliable results down to temperatures
below 10 mK [31,32]. Top-gated structures have been cooled
down from room temperature to 4 K with a positive prebias.
Subsequently, top-gates have been negatively biased at 4 K
to allow for density relaxation in the screening layers and the
QPC channel [23,33,34]. The electron gas underneath the top
gates is depleted at a gate voltage of −1.4 V.

III. MEASUREMENT RESULTS

Figure 2 shows the bulk Hall resistance Rxy measured
far away from the top-gate defined QPCs and the resistance
measured diagonally across one of the QPCs, Rdiag, for filling
factors in the bulk 2 � νbulk � 4 at base temperature. Here, the
QPC2 gates (see inset of Fig. 2) are biased to −1.65 V (at the
onset of weak quasiparticle tunneling), while all other gates
are grounded. A constant ac current Iac = 1.0 nA is applied at
f = 13.333 Hz, while Idc = 0. Rdiag and Rxy are measured in a
standard four-terminal configuration (see inset of Fig. 2) using
lock-in measurement techniques. In addition to the integer
quantum Hall (IQH) states, FQH states at ν = 8/3, 5/2, 7/3

and strong reentrant integer quantum Hall (RIQH) states are
observed in the bulk. Whenever an IQH plateau is observed
in Rxy, Rdiag is quantized at exactly the same resistance
value, indicating very similar bulk and QPC electronic den-
sities. In-between the IQH plateaus, Rdiag � Rxy, indicating
reduced transmission through the QPC. In this situation, weak
backscattering of edge states through the QPC occurs via
weak QP tunneling between counterpropagating edge states
[Fig. 1(b)]. We measure the tunneling conductance across the
QPC, gtun ≈ (Rdiag − Rxy)/R2

xy [23] for different bulk filling
factors νbulk. The power-law temperature dependence of the
zero-bias tunneling conductance [29,35] gtun|ISD=0 ∝ T 2g−2

then allows extracting the Coulomb interaction parameter g,
which can be compared to theoretical predictions. With an
additional dc bias between the counterpropagating edges, the
tunneling conductance takes the form [35–38]

gtun = AT (2g−2) F

(
g,

e∗/eIdcRxy

kBT

)
+ g∞. (1)

Here, a heuristic background conductance g∞ has been
introduced. F is a function of g, and (e∗/eIdcRxy)/(kBT ) [23]:

F (g,x) = B

(
g + i

x

2π
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x
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){
π cosh

(
x

2

)

− 2 sinh

(
x

2

)
Im
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x

2π

)]}
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Here, B(x,y) is the Euler beta function and �(x) is the
digamma function. A derivation of this formula can be found,
for example, in Refs. [37,38]

This formula is the result of a perturbative calculation
that assumes a pointlike interaction of the counterpropagating
edge states in the QPC [35–38]. It relies on the scaling
dimensions of the most relevant quasiparticle creation and
annihilation operators of the individual edges. The exact form
of these operators depends on the FQH edge modes and their
interactions. Edge theories and corresponding quasiparticle
operators have been developed for all the relevant candidate
wave functions in the second LL (an overview can be found,
for example, in Ref. [28]). As long as the interaction between
the counterpropagating edge modes is weak and can be treated
in a perturbative approach, we expect Eq. (1) to be valid.

Measuring the full dc bias and temperature dependence
of the tunneling conductance gives access to g and e∗/e via
comparsion to Eq. (1). In the following, QP tunneling is studied
in different configurations. First, the B-field is fixed to the
center of the bulk filling factors and the QPC transmission is
kept constant (similar to Refs. [23,24]). In this configuration,
ν = 5/2 (Sec. III A) and ν = 8/3 (Sec. III B) are investigated.
Backscattering for ν = 7/3 is much weaker than for ν = 5/2
and 8/3. For the QPC voltages chosen, a reliable parameter
extraction was not possible for ν = 7/3 (data not shown). In
Sec. III C, the influence of the magnetic field strength on the
tunneling parameters is investigated. Finally, the influence of
the QPC transmission is investigated (Sec. III D). In the latter
two sections, also backscattering at ν = 7/3 is observed in
narrow parameter windows.
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FIG. 3. (Color online) (a) Zero-bias backscattering peak at ν =
5/2 and fixed VQPC1 = −1.8 V. The peak height is strongly
temperature-dependent. (b) Measured (black) and fitted (red) tunnel-
ing conductance for different electronic temperatures (fit parameters
are e∗/e = 0.18 and g = 0.32). (c) Normalized fit error as a function
of fit parameters e∗/e and g. Parameters of Abelian [(green)
circles] and non-Abelian [(green) dots] candidate wave functions
are indicated. (d) PDF of the measured residuals {δk} as a function
of e∗/e and g. The maximum probability is found for e∗/e = 0.19,
g = 0.33 with σg = 0.0026, σe∗/e = 0.0019, and σg,e∗/e = 0.0022.

A. Tunneling conductance at ν = 5/2

Figure 3(a) shows the temperature dependence of the mea-
sured gtun of QPC1 when VQPC1 is fixed to −1.8 V. At this gate
voltage, backscattering is sufficiently strong to be observed up
to temperatures of ≈65 mK. A narrow peak of the tunneling
conductance is observed at zero dc current. Adjacent to the
QP tunneling peak, undershoots of the tunneling conductance
are observed. Such undershoots of the tunneling conductance
are only expected for g < 0.5 [24,38]. The B-field is set to

the center of the bulk ν = 5/2 plateau for this measurement,
and an ac current Iac = 0.4 nA is applied. Decreasing the
ac current below this value does not narrow the gtun peak,
but only reduces the signal to noise ratio. A small constant
background of approximately 0.1 × e2/h is removed from the
data, by subtracting the saturation gtun at Idc � 10 nA. When
the temperature is increased to approximately 65 mK, the
zero-bias peak vanishes almost completely. A fit of the weak
tunneling expression [Eq. (1)] to the measured gtun is shown in
Fig. 3(b) (six out of 13 measured temperatures are shown). The
parameters g∞, A, g, and e∗/e are identical for all T and are
fitted to the data. With e∗/e = 0.18 and g = 0.32, excellent
agreement of experiment and QP tunneling theory is obtained.
These parameters are close to those reported in Refs. [23,24].
There, best fit parameters e∗/e = 0.17, g = 0.35 [23], and
e∗/e = 0.25/0.22, g = 0.42/0.34 (Ref. [24], for two different
geometries) were found. Suitable parameter ranges can be
deduced from the fit residuals δk of the kth measurement
point. We plot the relative fit error, i.e., �δ = minA,g∞ (

∑
k δ2

k )
(normalized by its minimum, �δ,min), as a function of e∗/e
and g [Fig. 3(c)], similar as it has been done in Refs. [23,24].
With this plot, the agreement with parameters for the proposed
wave functions can be assessed qualitatively. Parameters for
different wave functions are cited in Table I and are indicated
in Figs. 3(c) and 3(d) as (green) circles (Abelian modes) or
(green) dots (non-Abelian modes). All QP excitations are
expected to possess a minimum e∗/e = 0.25. The Abelian
K = 8 state [39–41] with g = 0.125 does clearly not agree
well with our experimental observations. Very recently, it was
shown that the (1,1,3) state is also a viable candidate for ν =
5/2 [42]. It is Abelian and is expected to possess g ≈ 0.375
in a gate-defined geometry. The closest agreement of our data
seems to have been found with this (1,1,3) state and the Abelian
(3,3,1) state [40,41,43] for which g = 0.375 is expected.
The parameters of this state reproduce the experimental gtun

qualitatively well (see Ref. [44]). The non-Abelian Moore-
Read Pfaffian [45] (g = 0.25), Anti-Pfaffian [46,47] (Pf,
g = 0.5), SU(2)2 state [48,49](g = 0.5), and Majorana gapped
edge-reconstructed Pfaffian state [50] (g = 0.5) seem less
likely and also do not fit as well qualitatively (see Ref. [44] ),
though they cannot be excluded completely. For the Majorana-
gapped anti-Pfaffian [50] and the particle-hole conjugate
states, (3,3,1) and SU(2)2 [28], g > 0.5 is expected and they
hence are not indicated in Figs. 3(c) and 3(d). For the best fit,
χ2 = �δ,min/(Nσ 2

meas) = 2.14 is found, where N is the number
of measurement points and σ 2

meas is the measurement noise
(variance). This indicates a slight systematic disagreement
between measurements and model function.

A more quantitative assessment can be gained from the
probability distribution for g and e∗/e, p(g,e∗/e|{δk}), which
is calculated from the Gaussian probability density function
(PDF) of our fit residuals, leading to the posterior probability
p(σ,A,g∞,g,e∗/e|{δk}) by marginalization of the variables
σ, A, and g∞ [51]. The maximum probability is found for
e∗/e = 0.19 and g = 0.33 with very narrow standard devia-
tions σg = 0.0026 and σe∗/e = 0.0019. The positive covariance
σg,e∗/e = 0.0022 indicates that we are more sensitive to the
difference g − e∗/e than to the individual parameters g and
e∗/e. Overall, we can conclude that our measurements are well
described by the weak tunneling expression of Eq. (1), with
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TABLE I. Overview of the theoretically proposed parameter pairs g and e∗/e for different states (“n-A”: non-Abelian, taken from
Refs. [28,42,50,53]) and our results for different measurement configurations. Only edge modes with the lowest QP charge are quoted,
as they dominate tunneling in our experiment. [Config. I.: B and VQPC constant (see Figs. 3 and 4), II.: VQPC varied (Fig. 6), III.: VQPC varied,
e* fixed to e/4 or e/3 (Fig. 6), IV.: B varied (Fig. 5), V.: B varied, e* fixed to e/4 or e/3 (Fig. 5)].

ν=5/2

State e∗/e g n–A?

K=8 1/4 1/8 No

MR Pf 1/4 1/4 Yes

(3,3,1) 1/4 3/8 No

(1,1,3) 1/4 ≈3/8
a

No

Pf 1/4 1/2 Yes

SU(2)2 1/4 1/2 Yes

(3, 3, 1) 1/4 5/8 No

SU2(2) 1/4 3/4 Yes

Majorana-gapped 1/4 1/2 Yes

edge-rec. Pf 1/2 1/2 No

Majorana-gapped 1/4 0.55–0.75 Yes

Pf 1/2 0.5–0.7 No

Experiment

Config. e∗/e g

I. 0.18 0.32

II. 0.25 0.42

III. 1/4 0.42

IV. 0.15–0.21    0.24–0.32

V. 1/4 0.37

ain a gate defined geometry [42]

ν = 8/3

State e∗/e g n–A?

L1/3 1/3 2/3 No

BS2/3
1/3 7/24 Yes

1/3 2/3 No

BSψ
1/3

1/3 13/24 Yes

1/3 2/3 No

RRk=4 1/6 1/6 Yes

Experiment

Config. Config.e∗/e g

I. 0.22 0.62

II. 0.21–0.25    0.55–0.72

III. 1/3       0.67–0.82

IV. 0.19–0.28    0.62–0.84

V. 1/3       0.76–0.88

ν = 7/3

State e∗/e g n–A?

L1/3 1/3 1/3 No

BS2/3
1/3 23/24 Yes

1/3 1/3 No

BSψ
1/3

1/3 17/24 Yes

1/3 1/3 No

RRk=4 1/6 1/3 Yes

Experiment

e∗/e g

I. –             –

II. 0.21–0.29    0.34–0.45

III. 1/3 0.47

IV. 0.28 0.49

V. 1/3 0.54

Theory [28,42,50,53] 

Theory [53] Theory [53]

only a small systematic deviation. However, when comparing
the “best fit” parameters to the proposed parameter pairs, the
small size of the standard deviations suggests that there is
clearly a systematic deviation. Here, none of the proposed
parameter pairs lie within our statistical error.

B. Tunneling conductance at ν = 8/3

A similar analysis can be conducted at a bulk filling factor
νbulk = 8/3. For this the B-field is set to the center of the
bulk 8/3 plateau. Here, the tunneling peak has a qualitatively
different shape [Fig. 4(a)] with a larger full width at half max-
imum (FWHM) in Idc direction and absent gtun undershoots.
The absence of these undershoots is a sign for g > 0.5 [24,38].
Also in this case, the weak tunneling expression [Eq. (1)] fits
the data well over a large temperature range [six out of nine
measured temperatures are shown in Fig. 4(b)]. From the fit we
obtain e∗/e = 0.22 and g = 0.62. A plot of the relative fit error
as a function of the parameters g and e∗/e is shown in Fig. 4(c).
For the best fit, χ2 = 1.20 is found here, thus indicating only
a small systematic disagreement. Marginalization of σ , A,
and g∞ reveals that the maximum probability is not exactly
coinciding with the minimum relative fit error, but is slightly
shifted to e∗/e = 0.23, g = 0.65 [Fig. 4(d)]. Parameters of the
candidate wave functions for ν = 8/3 are cited in Table I and
are indicated as (green) circles (Abelian modes) or (green)
dots (non-Abelian modes) in Figs. 4(c) and 4(d). All candidate

states furthermore exhibit Abelian 2e/3 QP excitations with
g = 2/3, which were not observed in the experiment. Apart
from a particle-hole conjugate Laughlin state (L1/3), two types

of Bonderson-Slingerland states (BS2/3 and BSψ

1/3), and a
four-clustered Read-Rezayi state are possible candidates. The
Bonderson-Slingerland states are constructed hierarchically
over a Moore-Read Pfaffian state. This construction allows to
produce the most important filling factors in the second Landau
level [5]. In the four-clustered Read-Rezayi state (RRk=4),
clusters of k anyons are expected to form effective bosons and
to condense in a liquid of filling factor ν = k/(k + 2) [6,52].

The BS2/3 and BSψ

1/3 states support two e/3 edge modes with

g = 2/3 and 7/24 (BS2/3) and g = 2/3 and 13/24 (BSψ

1/3).
Due to the gtun ∝ T 2g−2 temperature dependence, we expect
to probe mainly the smallest g of the edge modes. From
Figs. 4(c) and 4(d), we can see that the RRk=4 state and
the non-Abelian edge modes of the BS2/3 state are not in
agreement with our measurements. The fit parameters are
closest to the particle-hole conjugate Laughlin state (L1/3),
which fits much better than the non-Abelian edge modes

of the BSψ

1/3 state. The experimental gtun is qualitatively

well reproduced by the L1/3 parameters (see Ref. [44]).
Quantitatively, however, none of the candidate states lies
within statistical error bars, also in this case. Similar to the
previous case, “best-fit” parameters can be found that lead
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FIG. 4. (Color online) (a) Zero-bias backscattering peak at
ν = 8/3 and fixed VQPC1 = −1.8 V. (b) Measured (black) and fitted
(red) tunneling conductance for different electronic temperatures (fit
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indicated. (d) PDF of the measured residuals {δk} as a function of e∗/e
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with σg = 0.0029, σe∗/e = 0.0028, and σg,e∗/e = 0.0028.

to only a statistic deviation of theory and experiment. Again,
the deviation of the proposed parameter pairs and “best-fit”
parameters indicates a systematic deviation.

C. Effect of varying the coupling via the magnetic field

The discussed measurements leave the question of how the
extracted parameters e∗/e and g depend on the strength of QP
tunneling. To investigate this, the QPC transmission has been
varied by changing the B-field. The tunneling conductance

3.2 3.4 3.6 3.8 4 4.2 
1/3 

3/8 
2/5 

3/7 

1/2 

B (T) 

R
di

ag
, R

xy
 (h

/e
2 )

 

Rdiag Rxy 

-10 

-5 

0 

5 

10 

3.
58

 

3.
53

 

3.
48

 

  

3.
79

 

3.
74

 

3.
69

 

  

4.
01

5 

4.
0 

3.
98

5 

I D
C
 (n

A
) 

B (T) 

0 0.3 

gtun (e2/h) 
 = 8/3  = 5/2  = 7/3 

(a) 

(b) 

(c) 

VQPC2 = -2.96 V 

3.
73

 

3.
75

 

3.
77

 

B (T) 

g 

e*/e 

g (e*=e/4) 

3.
99

6 

4.
0 

4.
00

4 

g 

e*/e 

g (e*=e/3) 
3.

51
 

3.
53

 

3.
55

 0 
0.2 
0.4 
0.6 
0.8 
1.0 

g,
 e

*/
e g 

e*/e 

g (e*=e/3) 

FIG. 5. (Color online) (a) and (b) B-field and dc bias dependence
of the tunneling conductance near ν = 8/3, 5/2, and 7/3. (c) B-field
dependence of fitting parameters e∗/e [(red) diamonds], g [(blue)
circles] and g for e∗/e fixed to 1/3 or 1/4 [(green) squares]. The
vertical dashed lines in (b) and (c) indicate the center of the bulk
filling factor plateaus.

gtun is shown as a function of dc bias and B-field in Fig. 5(b).
The B-field has been varied in a small window around the
bulk filling factors 8/3, 5/2, and 7/3 [gray shaded areas
in Fig. 5(a)]. Here, QPC2 instead of QPC1 was used in a
different cool-down and VQPC2 was fixed at −2.96 V. As the
magnetic field strength is increased, backscattering and hence
gtun continuously increase. At the same time, we move out of
the B-field range where the FQH states are fully gapped in the
bulk. Hence the interpretation of the QP backscattering peak
only makes sense in narrow B-field regions around the bulk
filling factors observed in Rxy. At the high magnetic field end of
the graphs, reentrant integer quantum Hall (RIQH) states enter
and dominate the temperature dependence of the conductance,
resulting in a zero-bias peak with increased FWHM. Due to
the complicated and dominant temperature dependence of the
RIQH states [54], a qualitative description via Eq. (1) breaks
down as soon as they contribute to the conductance. Away
from these states, the FWHM of gtun is constant over a wide
B-field interval (see Ref. [44]). The parameters g and e∗/e are
extracted from the temperature-dependent measurements of
Fig. 5(b). They are shown in Fig. 5(c) for the B-field interval
in which the peak FWHM is constant. Fits of gtun [Eq. (1)] yield
g [(blue) circles] and e∗/e [(red) diamonds]. When e∗/e is not
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FIG. 6. (Color online) (a) Dependence of the tunneling conductance at ν = 8/3, 5/2, and 7/3 on the QPC voltage. (b) Fitting parameters
e∗/e [(red) diamonds], g [(blue) circles], and g for e∗/e fixed to 1/3 or 1/4 [(green) squares] as a function of VQPC.

used as a fitting parameter but fixed at 1/3 (ν = 7/3, 8/3) or
1/4 (ν = 5/2), another set of g [(green) squares] is obtained.

1. ν = 8/3

For ν = 8/3 [Figs. 5(b) and 5(c), left column], a continuous
decrease of g is observed for an increasing B-field. When the
B-field moves away from the bulk 8/3 plateau (at B > 3.56 T),
the zero-bias peak shape changes [similar to Fig. 7(a)] and
hence is not well described by weak tunneling theory any
more. In the B-field range where the peak FWHM is constant
and no flat peak is observed [Fig. 5(c)], g varies from 0.82 to
0.62 with g = 0.77 in the center of the bulk ν = 8/3 plateau
[indicated by dashed line, Fig. 5(c)]. At the same time, e∗/e
decreases from 0.28 to 0.20 where it saturates. If e∗/e is fixed to
1/3, we find slightly higher values for g in the range 0.88–0.76.

2. ν = 5/2

For ν = 5/2 [Figs. 5(b) and 5(c), middle column], a large
region of negative differential tunneling conductance gtun is
observed towards the low-field end of the ν = 5/2 plateau.
The origin of this is not clear. In this case, the undershoots
of gtun dominate the fit, yielding small values for g. Towards
the center of the ν = 5/2 plateau, g and e∗/e take values of
g = 0.24–0.32 and e∗/e = 0.15–0.21. If e∗/e is fixed to 1/4,
g saturates at approximately 0.37.

3. ν = 7/3

For ν = 7/3 [Figs. 5(b) and 5(c), right column], a zero-bias
peak with constant FWHM is only observed in a very narrow
B-field window [Fig. 5(c)]. Also the amplitude of gtun is much
smaller than for ν = 8/3 and 5/2. At the low-field side of this
window, the amplitude of the zero-bias peak is too small for
a reliable fit of the data over the whole temperature range.
At the high-field side, neighboring RIQH states dominate the
temperature-dependence of the conductance and broaden the
zero-bias peak. In between those regimes [where also the bulk
plateau center is located, dashed line Fig. 5(c)], g and e∗/e
are approximately constant, with g = 0.49 and e∗/e = 0.28.
Fixing e∗/e to 1/3, a plateau value of g ≈ 0.54 is obtained.

D. Effect of varying the coupling via the QPC transmission

When the magnetic field is varied, we vary the transmission
but might also move out of the gap of the investigated FQH
states. Instead, the transmission can be controlled by changing
the QPC split-gate voltage while the B-field is fixed to the
center of the νbulk = 8/3, 5/2, and 7/3 plateaus. When the
QPC is closed [Fig. 6(a)], the amplitude of gtun increases.
For ν = 5/2 and 8/3, its FWHM is constant over the whole
voltage range, whereas at ν = 7/3, the FWHM increases
due to the neighboring RIQH state. The voltage range in
which the FWHM is constant is indicated by the gray shaded

075403-6



EXPERIMENTAL PROBE OF TOPOLOGICAL ORDERS AND . . . PHYSICAL REVIEW B 90, 075403 (2014)

-5 0 5 
0.39 

0.4 

0.41 

0.42 

IDC (nA) 

R
di

ag
 (h

/e
2 )

 

VQPC2 (V) 
bulk = 8/3 

g t
un

 
 1

/6
 ×

 e
2 /h

  

-5 0 5 

2/5 

1/2 

IDC (nA) 

R
di

ag
 (h

/e
2 )

 

-2.50 V 
-2.92 V 
-3.55 V 
-3.76 V 
-4.25 V 

VQPC2 (V) bulk = 5/2 

(a) 

(b) 

-2.50 V 
-2.92 V 
-3.55 V 
-3.76 V 
-4.25 V 

FIG. 7. (Color online) Diagonal resistance across QPC2 [(a)
νbulk = 8/3 and (b) 5/2] for different QPC voltages as a function
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area in Fig. 6(b). Parameters g and e∗/e, extracted from the
temperature dependence of Fig. 6(a), are shown in Fig. 6(b).

1. ν = 8/3

At ν = 8/3 (Fig. 6, left column), e∗/e is approximately
constant at 0.21–0.25 over the whole gate voltage range. For g,
constant values of approximately 0.72 are found for small gtun,
which start to decrease at VQPC ≈ −3.0 V down to g = 0.55.
If e∗/e is fixed to 1/3, a similar evolution of g, with slightly
higher values (g = 0.67–0.82) is found.

2. ν = 5/2

Here (Fig. 6, middle column), the FWHM of gtun is constant
over the whole voltage range. At VQPC ≈ −3.15 and ≈−2.9 V
(marked by white arrows), the gtun peak is locally enhanced and
neighbored by negative differential conductance undershoots.
This behavior could be caused by resonant tunneling through
a localization in the QPC. Here, the gtun undershoots dominate
the fit, yielding small values for e∗/e and g. Towards VQPC =
−3.5 V, e∗/e and g saturate at 0.25 and 0.42, respectively. For
e∗/e fixed to 1/4, g varies from approximately 0.28 at the onset
of the zero-bias peak to approximately 0.42 at VQPC = −3.5 V.

3. ν = 7/3

For ν = 7/3 (Fig. 6, right column), e∗/e = 0.21–0.29 are
observed in the narrow region of constant FWHM (shaded
gray). At the same time, we find g = 0.34–0.45. Towards
more negative VQPC, the RIQH temperature dependence again

dominates and a reliable fit is not possible. Fixing e∗/e to 1/3,
an approximately constant g = 0.47 is found.

E. Breakdown of the weak tunneling regime

As the QPC is pinched off further, a situation can arise in
which QPC and bulk have different filling factors. This inter-
mediate tunneling regime has been studied theoretically [55]
and experimentally [56,57] in detail. Figures 7(a) and 7(b)
show Rdiag as QPC 2 is biased very negatively at bulk filling
factors 8/3 and 5/2. When QPC 2 is relatively open (meaning
the absence of QP tunneling at VQPC = −2.5 V), Rdiag is
approximately constant at a value slightly higher than expected
for the respective bulk filling factor. As the QPC voltage is
decreased, a QP tunneling peak at zero dc bias develops. At
higher dc biases, Rdiag drops close to the flat background
value where it is approximately constant. For νbulk = 8/3,
the QP tunneling peak grows, until Rdiag ≈ 0.42h/e2, where
Rdiag develops a plateau in Idc direction. The difference in
diagonal resistance between those two values corresponds to
gtun ≈ 1/6 × e2/h [Fig. 7(a)]. It should be noted that this is
equal to (8/3 − 5/2) × e2/h. Thus the situation of Fig. 7(a)
might be interpreted as the case where the ν = 8/3 edge
state is partially reflected from the QPC, leaving a gapped
ν = 5/2 state within. As the dc bias is increased, the gap is
destroyed and the QPC filling approaches 8/3 again. At a bulk
filling factor of 5/2, a transition to a RIQH state is observed
[Fig. 7(b)]. Here, Rdiag is quantized at exactly 2 × e2/h. As the
dc bias is increased, strong undershoots in Rdiag are observed.
Then Rdiag saturates again at around Rdiag ≈ 2/5 × h/e2.

IV. INTERPRETATION AND DISCUSSION

A. ν = 8/3

For ν = 8/3, all results (see Table I for an overview)
favor the proposed parameters g = 2/3 and e∗/e = 1/3. The

BS2/3 and BSψ

1/3 states support additional non-Abelian e/3

edge modes with g = 7/24 (BS2/3) and g = 13/24 (BSψ

1/3),
which should dominate the temperature dependence. Thus
the measurements agree best with an Abelian particle-hole
conjugate Laughlin state (L1/3), which qualitatively well
reproduces our measurements (see Ref. [44]). In the VQPC

dependent measurement, a constant g of approximately 0.72
is observed at the onset of QP tunneling. As the tunneling
strength increases, g decreases to 0.55. This might either be
caused by additional coupling due to a second edge mode, or
the breakdown of the weak tunneling assumptions.

B. ν = 5/2

Here, the interpretation of the results is less clear. If VQPC

and B are kept constant, we find e∗/e = 0.18 and g = 0.32,
close to values reported earlier [23,24]. For the case of a vary-
ing B-field, g of 0.29–0.32 and e∗/e of 0.19–0.21 are observed
close to the center of the Rxy = 2/5 × h/e2 plateau. If e∗/e is
fixed to 1/4, g saturates at around 0.37. This agrees best with
the (3,3,1) and (1,1,3) states. As the QPC voltage is changed,
an evolution of g with a saturation at g ≈ 0.42 is observed.
This would also be best described by the parameters of the
(3,3,1) and (1,1,3) states. The origin of the strong modulation
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of the parameters might be the coupling to a localized state
in the QPC, which can substantially influence the transmis-
sion [34]. However, at the onset of the QP tunneling peak
(VQPC ≈ −2.9 V), g ≈ 0.30–0.31 is found. This parameter
lies in-between the expectation for the Moore-Read Pfaffian
(g = 0.25) and the (3,3,1) and (1,1,3) states (g = 0.375).
Overall, our results agree best with the Abelian (3,3,1) and
(1,1,3) states, which qualitatively fits the measurements (see
Ref. [44]). In Ref. [23], the Pf and SU2(2) states were found
to be the states with the lowest fit error, whereas Ref. [24]
also found the (3,3,1) state to be the best fit. As argued
in Ref. [28], electron-electron interaction within the edge
modifies the effective Coulomb interaction parameter g. In
this case, both experiments would also be best described by
the (3,3,1) and (1,1,3) states. For a geometry similar to the
QPC geometry used by us, the measured g is expected to be
enhanced by approximately 0.04 compared to the actual g of
the FQH state [28]. Taking this into account would improve
the agreement with the (3,3,1) state in the case where e∗/e is
fixed to 1/4 [Figs. 3(c) and 3(d)].

It should be noted that the (3,3,1) state is not compatible
with all results obtained by other authors, while the (1,1,3)
state seems to be compatible with all experimental obser-
vations. Numerical diagonalization studies, however, favor
the Moore-Read Pfaffian state or its particle-hole conjugate
(Pf) [58–68]. To our knowledge, only the spin-unpolarized
version of the (3,3,1) state has been investigated numerically.
The question whether the ground state is better described by
the Moore-Read Pfaffian or the Anti-Pfaffian has recently
raised interest. Both states cannot be distinguished when
particle-hole symmetry is assumed [46,47]. The Pfaffian [69]
as well as the anti-Pfaffian [70] have found support in studies
employing different numerical approaches. Finite thickness
effects, which might also have to be taken into account for
a correct description of the ground state, have been found to
stabilize the Pfaffian ground state [71–73] and to significantly
enhance the overlap with the numerical solution. Recent
interference experiments [74–76] might indicate non-Abelian
statistics. Still, this does not rule out the Abelian (3,3,1)
and (1,1,3) states, as they might show similar signatures
in the interference pattern [42,77]. Experiments probing the
spin polarization at ν = 5/2 [78–83] obtained contradicting
results for the polarization. Recent experiments suggest a spin
transition of the ν = 5/2 state at very low densities [84],
similar to ν = 8/3 [85]. Nevertheless, the (3,3,1) state exists
both in a spin-polarized and spin-unpolarized type [28,50]
with identical Coulomb interaction parameter g. In contrast,
only the spin-polarized version of the (3,3,1) state is allowed
for ν = 5/2 [28]. The physical origin of the spin-polarized
and spin-unpolarized versions of the (3,3,1) state is, however,
different. The spin-unpolarized version can be understood
as Halperin’s bilayer (3,3,1) state [86], where spin up or
down electrons take the function of the two different lay-
ers [28,50]. In contrast, the spin-polarized version arises when
charge 2e/3 quasiparticles condense on top of a ν = 1/3
Laughlin state [28]. Also the (1,1,3) state might occur with
and without spin polarization [42]. Shot noise experiments
report the observation of a neutral mode for ν = 5/2 [87].
Such a counterpropagating neutral mode is not expected for
the (3,3,1) state, but for the (1,1,3) state. However, recent

experiments [88] suggest the presence of neutral modes, even
for non-particle-hole-conjugate FQH states. Thus the existence
of a neutral mode might not directly allow to draw conclusions
about the wave function of the corresponding FQH liquid.

As pointed out earlier [24,89], these inconsistencies might
indicate that the ν = 5/2 state might form different wave
functions, depending on the physical situation.

C. ν = 7/3

For ν = 7/3, the problem arises that e∗/e = 1/3 and
g = 1/3 are proposed for the L1/3 state and the non-Abelian
edge modes of the BS2/3 and BSψ

1/3 states. Here, the dominant
temperature dependence is expected to be due to the non-
Abelian edge modes (smallest g), in contrast to the case at
ν = 8/3. This makes the discrimination of these states in the
experiment impossible. Experimentally, we observe g > 1/3
(g saturates at approximately 0.49 when the B-field is varied
and g = 0.34–0.45 when changing VQPC), which might stem
from a contribution of a second (non-Abelian) edge mode.
The fact that the FQH state at ν = 8/3 is best described by a
particle-hole conjugate Laughlin state (L1/3) does not imply
that the 7/3 state must be the corresponding nonconjugate
partner state (L1/3). As argued in Ref. [53], particle-hole
symmetry might, for example, be broken by LL mixing, or
other effects.

D. Experimental limitations and origin of systematic errors

In an ideal system, density is homogeneous and edge
states are brought in close proximity by the QPC, until QPs
tunnel between two points of the counterpropagating edge
states. However, in a realistic system, the density is not
perfectly homogeneous. The coexistence of different FQH
states in the bulk and the constriction strongly modifies the
system’s behavior. For the system studied here, the densities
of constriction and bulk are sufficiently similar to avoid the
coexistence of different FQH states in the second LL (Fig. 2).
However, density-modulated RIQH states are observed in
close proximity to ν = 5/2, 7/3, and 8/3. If such states are
formed within the constriction, they might strongly modify the
temperature scaling of the conductance. At ν = 5/2 and 8/3,
a pronounced zero-bias peak is visible, sufficiently far away
from the parameter ranges where a contribution of the RIQH
states to the conductance becomes visible [Figs. 5(b) and 6(a)].
Thus we here expect a negligible influence of the density
modulated phases. However, for ν = 7/3, a zero-bias peak is
only visible in close proximity to the parameter ranges where
the neighboring RIQH state clearly dominates the conductance
[Figs. 5(b) and 6(a)]. Although tunneling parameters have been
extracted in the regions where the FWHM of the zero-bias
peak is constant, a contribution of the neighboring RIQH state
cannot be fully excluded.

Another question is the validity of the weak tunnel-
ing assumption. In the second LL, the FQH states con-
tribute G = 2 e2

h
+ δG to the conductance. For the weak

tunneling approximation to hold, gtun � δG is required (if
edge reconstruction is present, additional complication might
occur). At ν = 8/3 (gtun ≈ 0.1 × e2/h, δG = 2/3 × e2/h)
and ν = 7/3 (gtun ≈ 0.05 × e2/h, δG = 1/3 × e2/h), this
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condition is well satisfied within the experimental possibilities.
At ν = 5/2, we have δG = 0.5 × e2/h. As the temperature
is lowered, gtun increases from gtun < 0.05 × e2/h to gtun ≈
0.15 × e2/h. Over the whole range, the amplitude of gtun is
well described by a power law T 2g−2. When crossing from
the weak tunneling regime to the strong tunneling regime, a
continuous change of the Coulomb interaction parameter g

is expected [90]. This is not observed at ν = 5/2. Thus we
conclude that also in this case we are in, or close to the weak
tunneling regime.

Other effects that might cause a systematic measurement
error are for example a drift of the QPC transmission and
errors in the temperature measurement. However, both of these
effects are expected to have a small influence and cannot
account for the systematic deviation between measurements
and theoretically predicted parameters [Figs. 3(c), 3(d), 4(c),
and 4(d)].

Furthermore, the tunneling conductance gtun ≈ (Rdiag −
Rxy)/R2

xy is an approximation that is only valid in the weak
tunneling regime when Rdiag ≈ Rxy. For extracting the bias
dependence of gtun, we have assumed that the current reflected
at the QPC is much smaller than the current transmitted.
These approximations are expected to give an error less than
approximately 5% for gtun.

V. CONCLUSION

In conclusion, we have measured weak quasiparticle tun-
neling across a QPC at ν = 8/3, 5/2, and 7/3. A comparison

with theory allowed the extraction of tunneling parameters
and a comparison with the proposed wave functions for these
states. A summary of theoretical predictions [28,50,53] and of
our findings can be found in Table I. Quantitatively, none of
the proposed wave functions for ν = 5/2, 7/3, and 8/3 lies
within the statistical error. Qualitatively, the ν = 5/2 state is
well described by an Abelian (3,3,1) or (1,1,3) state. However,
other experimental findings pose the question of whether
the ν = 5/2 state can manifest in different wave functions,
depending on the physical situation. Furthermore, we show
that the QP tunneling strength has an impact on extracted
tunneling parameters, especially for ν = 5/2. For ν = 8/3,
an ordinary particle-hole conjugate Laughlin state reproduces
our data best, while the proposed non-Abelian edge modes are
much less likely. At ν = 7/3, the extracted values for g are not
in agreement with the predicted parameters for non-Abelian
edge modes. However, the observed parameters g are higher
than expected for an ordinary Laughlin state or other Abelian
edge modes, which might indicate the presence of several
edge modes, in which case, identical parameters for different
edge modes make a discrimination of the wave functions for
ν = 7/3 impossible.
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[17] A. Kumar, G. A. Csáthy, M. J. Manfra, L. N. Pfeiffer, and
K. W. West, Phys. Rev. Lett. 105, 246808 (2010).

[18] F. Milliken, C. Umbach, and R. Webb, Solid State Commun. 97,
309 (1996).

[19] A. M. Chang, L. N. Pfeiffer, and K. W. West, Phys. Rev. Lett.
77, 2538 (1996).

[20] A. M. Chang, Rev. Mod. Phys. 75, 1449 (2003).
[21] X.-G. Wen, Quantum Field Theory of Many-Body Systems: From

the Origin of Sound to an Origin of Light and Electrons (Oxford
University Press, Oxford, 2007).

[22] E. Fradkin, Field Theories of Condensed Matter Physics
(Cambridge University Press, Cambridge, 2013).

[23] I. P. Radu, J. B. Miller, C. M. Marcus, M. A. Kastner, L. N.
Pfeiffer, and K. W. West, Science 320, 899 (2008).

[24] X. Lin, C. Dillard, M. A. Kastner, L. N. Pfeiffer, and K. W.
West, Phys. Rev. B 85, 165321 (2012).

[25] P. Fendley, M. P. A. Fisher, and C. Nayak, Phys. Rev. B 75,
045317 (2007).

[26] A. Feiguin, P. Fendley, M. P. A. Fisher, and C. Nayak, Phys.
Rev. Lett. 101, 236801 (2008).

[27] S. Das, S. Rao, and D. Sen, Europhys. Lett. 86, 37010
(2009).

[28] G. Yang and D. E. Feldman, Phys. Rev. B 88, 085317 (2013).
[29] X.-G. Wen, Int. J. Mod. Phys. B 06, 1711 (1992).

075403-9

http://dx.doi.org/10.1103/PhysRevB.63.125312
http://dx.doi.org/10.1103/PhysRevB.63.125312
http://dx.doi.org/10.1103/PhysRevB.63.125312
http://dx.doi.org/10.1103/PhysRevB.63.125312
http://dx.doi.org/10.1103/PhysRevLett.110.186801
http://dx.doi.org/10.1103/PhysRevLett.110.186801
http://dx.doi.org/10.1103/PhysRevLett.110.186801
http://dx.doi.org/10.1103/PhysRevLett.110.186801
http://dx.doi.org/10.1103/PhysRevB.33.4009
http://dx.doi.org/10.1103/PhysRevB.33.4009
http://dx.doi.org/10.1103/PhysRevB.33.4009
http://dx.doi.org/10.1103/PhysRevB.33.4009
http://dx.doi.org/10.1088/0022-3719/21/1/010
http://dx.doi.org/10.1088/0022-3719/21/1/010
http://dx.doi.org/10.1088/0022-3719/21/1/010
http://dx.doi.org/10.1088/0022-3719/21/1/010
http://dx.doi.org/10.1103/PhysRevB.78.125323
http://dx.doi.org/10.1103/PhysRevB.78.125323
http://dx.doi.org/10.1103/PhysRevB.78.125323
http://dx.doi.org/10.1103/PhysRevB.78.125323
http://dx.doi.org/10.1103/PhysRevB.59.8084
http://dx.doi.org/10.1103/PhysRevB.59.8084
http://dx.doi.org/10.1103/PhysRevB.59.8084
http://dx.doi.org/10.1103/PhysRevB.59.8084
http://dx.doi.org/10.1103/PhysRevLett.59.1776
http://dx.doi.org/10.1103/PhysRevLett.59.1776
http://dx.doi.org/10.1103/PhysRevLett.59.1776
http://dx.doi.org/10.1103/PhysRevLett.59.1776
http://dx.doi.org/10.1088/0034-4885/76/7/076501
http://dx.doi.org/10.1088/0034-4885/76/7/076501
http://dx.doi.org/10.1088/0034-4885/76/7/076501
http://dx.doi.org/10.1088/0034-4885/76/7/076501
http://dx.doi.org/10.1103/PhysRevLett.83.3530
http://dx.doi.org/10.1103/PhysRevLett.83.3530
http://dx.doi.org/10.1103/PhysRevLett.83.3530
http://dx.doi.org/10.1103/PhysRevLett.83.3530
http://dx.doi.org/10.1103/PhysRevLett.88.076801
http://dx.doi.org/10.1103/PhysRevLett.88.076801
http://dx.doi.org/10.1103/PhysRevLett.88.076801
http://dx.doi.org/10.1103/PhysRevLett.88.076801
http://dx.doi.org/10.1073/pnas.95.1.98
http://dx.doi.org/10.1073/pnas.95.1.98
http://dx.doi.org/10.1073/pnas.95.1.98
http://dx.doi.org/10.1073/pnas.95.1.98
http://dx.doi.org/10.1016/S0003-4916(02)00018-0
http://dx.doi.org/10.1016/S0003-4916(02)00018-0
http://dx.doi.org/10.1016/S0003-4916(02)00018-0
http://dx.doi.org/10.1016/S0003-4916(02)00018-0
http://dx.doi.org/10.1103/RevModPhys.80.1083
http://dx.doi.org/10.1103/RevModPhys.80.1083
http://dx.doi.org/10.1103/RevModPhys.80.1083
http://dx.doi.org/10.1103/RevModPhys.80.1083
http://dx.doi.org/10.1038/nature09680
http://dx.doi.org/10.1038/nature09680
http://dx.doi.org/10.1038/nature09680
http://dx.doi.org/10.1038/nature09680
http://dx.doi.org/10.1103/PhysRevLett.107.036805
http://dx.doi.org/10.1103/PhysRevLett.107.036805
http://dx.doi.org/10.1103/PhysRevLett.107.036805
http://dx.doi.org/10.1103/PhysRevLett.107.036805
http://dx.doi.org/10.1103/PhysRevLett.108.226801
http://dx.doi.org/10.1103/PhysRevLett.108.226801
http://dx.doi.org/10.1103/PhysRevLett.108.226801
http://dx.doi.org/10.1103/PhysRevLett.108.226801
http://dx.doi.org/10.1103/PhysRevLett.105.246808
http://dx.doi.org/10.1103/PhysRevLett.105.246808
http://dx.doi.org/10.1103/PhysRevLett.105.246808
http://dx.doi.org/10.1103/PhysRevLett.105.246808
http://dx.doi.org/10.1016/0038-1098(95)00181-6
http://dx.doi.org/10.1016/0038-1098(95)00181-6
http://dx.doi.org/10.1016/0038-1098(95)00181-6
http://dx.doi.org/10.1016/0038-1098(95)00181-6
http://dx.doi.org/10.1103/PhysRevLett.77.2538
http://dx.doi.org/10.1103/PhysRevLett.77.2538
http://dx.doi.org/10.1103/PhysRevLett.77.2538
http://dx.doi.org/10.1103/PhysRevLett.77.2538
http://dx.doi.org/10.1103/RevModPhys.75.1449
http://dx.doi.org/10.1103/RevModPhys.75.1449
http://dx.doi.org/10.1103/RevModPhys.75.1449
http://dx.doi.org/10.1103/RevModPhys.75.1449
http://dx.doi.org/10.1126/science.1157560
http://dx.doi.org/10.1126/science.1157560
http://dx.doi.org/10.1126/science.1157560
http://dx.doi.org/10.1126/science.1157560
http://dx.doi.org/10.1103/PhysRevB.85.165321
http://dx.doi.org/10.1103/PhysRevB.85.165321
http://dx.doi.org/10.1103/PhysRevB.85.165321
http://dx.doi.org/10.1103/PhysRevB.85.165321
http://dx.doi.org/10.1103/PhysRevB.75.045317
http://dx.doi.org/10.1103/PhysRevB.75.045317
http://dx.doi.org/10.1103/PhysRevB.75.045317
http://dx.doi.org/10.1103/PhysRevB.75.045317
http://dx.doi.org/10.1103/PhysRevLett.101.236801
http://dx.doi.org/10.1103/PhysRevLett.101.236801
http://dx.doi.org/10.1103/PhysRevLett.101.236801
http://dx.doi.org/10.1103/PhysRevLett.101.236801
http://dx.doi.org/10.1209/0295-5075/86/37010
http://dx.doi.org/10.1209/0295-5075/86/37010
http://dx.doi.org/10.1209/0295-5075/86/37010
http://dx.doi.org/10.1209/0295-5075/86/37010
http://dx.doi.org/10.1103/PhysRevB.88.085317
http://dx.doi.org/10.1103/PhysRevB.88.085317
http://dx.doi.org/10.1103/PhysRevB.88.085317
http://dx.doi.org/10.1103/PhysRevB.88.085317
http://dx.doi.org/10.1142/S0217979292000840
http://dx.doi.org/10.1142/S0217979292000840
http://dx.doi.org/10.1142/S0217979292000840
http://dx.doi.org/10.1142/S0217979292000840


S. BAER et al. PHYSICAL REVIEW B 90, 075403 (2014)

[30] C. Reichl, J. Chen, S. Baer, C. Rössler, T. Ihn, K. Ensslin,
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[61] G. Möller and S. H. Simon, Phys. Rev. B 77, 075319 (2008).
[62] A. E. Feiguin, E. Rezayi, K. Yang, C. Nayak, and S. Das Sarma,

Phys. Rev. B 79, 115322 (2009).

[63] O. S. Zozulya, M. Haque, and N. Regnault, Phys. Rev. B 79,
045409 (2009).

[64] M. Storni, R. H. Morf, and S. Das Sarma, Phys. Rev. Lett. 104,
076803 (2010).
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